1 Introduction

The estimation of the probability density of heavy-tailed data is very complex due to their specific characteristics, such as rare observations in the tail. Non-parametric probability
density estimation by the kernel method is one of the most important techniques for understanding the properties of the data distribution. However, a good estimation of the density depends on the correct choice of its parameters, kernel $K$ and smoothing parameter $h$. The use of symmetric kernels in the case of asymmetric data estimation, causes a serious problem at the edges, which is the edge bias problem. Edge bias is due to the allocation of weights by the symmetric kernel outside the density support when smoothing is carried out near the boundary. For this reason, a family of asymmetric kernels has been proposed in the literature.

In this work, we are interested in estimating the density of heavy-tailed data with support $[0, \infty)$, as these are characterised by sparse observations in the tail, then we propose to classify the data into two clusters with high and low density, using unsupervised machine learning classification methods. A good clustering approach is one that provides high homogeneity within the cluster and heterogeneity between clusters (Xu and Wunsch, 2005), (Sharma and Shikha Rai, 2012). The type of cluster we are interested in is the one that aims at optimising a given merit function, which will lead to a good clustering, i.e. observations of the same similarity are grouped in the same cluster. Different algorithms are based on this principle, such as k-means, k-center clustering (Gonzalez, 1985), (Mohiuddin et al., 2020), (P and Miin Shen, 2020), etc. The k-means method was used to divide the heavy tail data into two subsets with high (HDR) and low (LDR) density where we will associate the BSPE and Gamma kernels with the (HDR) and (LDR) regions respectively.

The smoothing parameter plays a key role in non-parametric kernel estimation, it controls the degree of smoothing. Several methods have been discussed in the literature. Classical methods which generates a global smoothing parameter, see for example (Saulo et al., 2013). However, a problem in using a global bandwidth is that the kernel methods often produce unsatisfactory results for complex or irregular densities. For this reason, several authors have been motivated to propose an estimator of the variable smoothing parameter, see for example (Somé, 2022), (Ziane et al., 2015), (Yasmina et al., 2018) and (Belaid et al., 2016; Belaid et al., 2018) who have invested in the estimation of the variable smoothing parameter by the Bayesian approach in the asymmetric case and (Brewer, 2000); (Zhang et al., 2006) and (Zougab et al., 2014) for symmetric kernels.

The main objective of this work, is to improve the quality of the estimator, by proposing a new estimator that combines two classical estimators associated to each cluster (HDR and LDR) with the asymmetric BSPE and Gamma kernels respectively. The smoothing parameter will be estimated adaptively by the Bayesian approach using the explicit forms determined by (Somé, 2022) with gamma kernel (LDR) and (Ziane et al., 2015) with BSPE kernel (HDR). The rest of this paper is organized as follows. In Section 2, we give a brief review of S-PE and gamma kernels density estimator. In Section 3, we present the k-means classification method. In Section 4, we first introduce the proposed kernel density estimators based on BSPE and gamma kernels. Second, we show some properties of $\hat{f}_{BSPE-Gamma}$ (bias and variance). We adapt the adaptive bayesian for the choice of bandwidth in Section 5. The performance of the proposed estimator will be tested via real and simulated data sets in Section 6, while Section 7 concludes.
2 A brief review: BSPE and gamma kernels density estimator

In this section, we present a brief recall of the classical \( \hat{f} \) estimator with BS-PE kernels and gamma kernel.

Let \( X_1, \ldots, X_n \) be independent and identically distributed (i.i.d.) continuous random variables with an unknown probability density function (pdf) \( f \) on the support \([0, \infty)\). The kernel estimator based on asymmetric densities is expressed as

\[
\hat{f}_h(x) = \frac{1}{n} \sum_{i=1}^{n} K_{x,h}(X_i)
\]

with kernels defined in table 1

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma</td>
<td>( \frac{2^x}{\Gamma(1+\frac{x}{h})} x^{1+x} \exp\left(-\frac{x}{h}\right) )</td>
</tr>
<tr>
<td>BS–PE</td>
<td>( \frac{2^x}{2\nu\Gamma(\frac{1}{2\nu})\sqrt{\pi}} \left( \frac{1}{\sqrt{\frac{x}{\nu}}} + \sqrt{\frac{x}{\nu}} \right) \exp\left( \frac{-1}{2\nu} (\frac{x}{\nu} + \frac{\nu}{2} - 2)^2 \right) )</td>
</tr>
</tbody>
</table>

3 Data clustering with machine learning

Clustering is a common technique in statistical data analysis that is used in many fields. Data clustering is based on partitioning a dataset into clusters, where the elements of each cluster are similar to each other and different from other clusters. The case of unlabeled data, leads to an unsupervised machine learning classification. Several unsupervised classification algorithms have been proposed: hierarchical clustering algorithm, K-means algorithm, K-medoids algorithm, etc.

The objective of our work is to propose a subdivision of the data by unsupervised machine learning classification methods. As heavy-tailed data are characterised by low density at the tail, a partitioning of these data into two subsets with high and low density by the k-means method is interesting. The k-means clustering algorithm has the following steps:

a) Define the number of clusters

b) Establish the centroid coordinates

c) Determine the distance between each observation and the centroid.

d) Grouping observations according to the minimum distance

In the case of heavy-tailed data, the number of clusters \( k = 2 \). Figure 1, illustrates the distribution of the data into two subsets of the different laws, which are characterised by a heavy tail (log-normal, burr and levy) and for sample sizes \( n=200 \).
From the graphs in figure 1, it can be seen that there is a low density at the extreme right (rare observations in the tail), in contrast to the extreme left where there is a high density.

4 The BSPE-Gamma kernel density estimation

We propose a new estimator of the density function, with a kernel function that would be flexible near zero and another kernel function that could estimate the tail of the density. Let $d$ be a threshold value that determines the proportion of the high density region in the sample space that is determined by the unsupervised machine learning classification method. The kernel density estimator is given by:

$$
\hat{f}_{BSPE-Gamma}(x) = \begin{cases} 
\hat{f}_{(h,BSPE)}(x), & \text{if } x \in [0, d]; \\
\hat{f}_{(h,Gamma)}(x), & \text{if } x > d.
\end{cases}
$$

The bias and variance of the estimator $\hat{f}_{BSPE-Gamma}$ given by (2) are

$$
bias \left( \hat{f}_{BSPE-Gamma}(x) \right) = \begin{cases} 
bias \left( \hat{f}_{(h,BSPE)}(x) \right), & \text{if } x \in [0, d]; \\
bias \left( \hat{f}_{(h,Gamma)}(x) \right), & \text{if } x > d.
\end{cases}
$$

$$
bias \left( \hat{f}_{BSPE-Gamma}(x) \right) = \begin{cases} 
\frac{h\mu_1(g)}{2} \left( xf'(x) + x^2 f''(x) \right) + o(h), & \text{if } x \in [0, d]; \\
h \left( f'(x) + \frac{1}{2} xf''(x) \right) + o(h), & \text{if } x > d.
\end{cases}
$$
\[
\text{Var}\left(\hat{f}_{\text{BSPE-Gamma}}(x)\right) = \begin{cases} 
\text{Var}\left(\hat{f}_{(h,\text{BSPE})}(x)\right), & \text{if } x \in [0,d]; \\
\text{Var}\left(\hat{f}_{(h,\text{Gamma})}(x)\right), & \text{if } x > d.
\end{cases}
\]

(5)

\[
\text{Var}\left(\hat{f}_{\text{BSPE-Gamma}}(x)\right) = \begin{cases} 
\frac{c^2}{C_{2n/h}} f(x) + o\left(\frac{1}{nh^{1/2}}\right), & \text{if } x \in [0,d]; \\
\frac{\Gamma(2\kappa+1)}{2^{\nu+2}\kappa^2(\kappa+1)} h^{-1} f(x) & \text{if } \frac{x}{h} \to \kappa,
\end{cases}
\]

(6)

where \( \kappa \) is a nonnegative constant.

\[
\begin{array}{ccc}
\mu_1(\eta) & c & C_{\eta^2} \\
\frac{2^{1/n\eta}}{\Gamma(\frac{1}{2\eta})} & \frac{\nu}{2^{1/2}\Gamma(\frac{1}{2\eta})} & 2^{1/\nu} \Gamma\left(\frac{\nu+1}{2\nu}\right) \cos\left(\frac{\pi}{2\nu}\right)
\end{array}
\]

5 Adaptive bayesian bandwidth selection

In this section, we present the adaptive smoothing parameters \((h_i)\) estimated by the adaptive Bayesian approach. The adaptive smoothing parameter represents the window \(h\) estimated in each observation \(X_i\) which gives a vector of the smoothing parameter \((h_1, h_2, \ldots, h_n)\). The explicit form of \(h_i\) with the BSPE and gamma kernels developed respectively by (Ziane et al., 2015) and (Somé, 2022), are given by:

\[
\hat{h}_{i,\text{BSPE}} = \frac{1}{\beta^{1/\nu}} \frac{\Gamma(\alpha - \frac{1}{2}\nu)}{\Gamma(\alpha + \frac{1}{2}\nu)} \sum_{j=1, i \neq j}^{n} \left( \frac{1}{\sqrt{X_i X_j}} + \sqrt{X_i X_j} \right) \left[ \frac{1}{2} \left( \frac{X_i}{X_j} + \frac{X_j}{X_i} - 2 \right)^\nu + 1 \right]^{-\alpha + \frac{1}{2}\nu} \]

(7)

\[
\hat{h}_{i,\text{Gamma}} = \frac{1}{D_{ij}(\alpha, \beta)} \sum_{j=1, i \neq j}^{n} \left\{ \frac{(X_i + \beta) C_{ij}(\alpha, \beta)}{\alpha} \mathbf{1}_{(0)}(X_i) + \frac{A_{ij}(\alpha, \beta) B_{ij}(\beta)}{\alpha - 1/2} \mathbf{1}_{(0,\infty)}(X_i) \right\} \]

(8)

where

\[
A_{ij}(\alpha, \beta) = \frac{\Gamma(\alpha+1/2)}{\beta^{\alpha+1/2} \sqrt{2\pi(B_{ij}(\beta))^{\alpha+1/2}}} \\
B_{ij}(\beta) = X_i \log X_i - X_i \log X_j + X_j - X_i + \beta, \\
C_{ij}(\alpha, \beta) = \frac{\Gamma(\alpha+1)}{\beta^{\alpha}(X_j+\beta)^{\alpha+1}}, \\
D_{ij}(\alpha, \beta) = \sum_{j=1, i \neq j}^{n} \left( A_{ij} \mathbf{1}_{(0,\infty)}(X_i) + C_{ij} \mathbf{1}_{(0)}(X_i) \right).
\]

\( h_{i,\text{BSPE}} \) is the smoothing parameter vector associated to the high density region and \( h_{i,\text{Gamma}} \) is the smoothing parameter vector associated to the low density region.
In this section, we present the simulation results obtained by evaluating the performance of the proposed estimator, compared to the classical estimator. This simulation study is based on samples of random variables simulated from heavy-tailed distributions, lognormal, burr and Levy presented in the table 2, for different sample sizes \( n = 10, 50, 100 \) and 500, and for a number of repetitions \( N = 100 \). The performances of the estimators are examined via integrated squared error (ISE) given by:

\[
ISE := \int \left\{ \hat{f}(x) - f(x) \right\}^2
\]

where \( \hat{f} \) is the BSPE-gamma, BSPE or gamma kernel estimators. The smoothing parameter \( h \) is estimated by the adaptive Bayesian approach with the combination of BSPE-Gamma kernels which will be compared with the classical UCV approach.

The performance of the adaptive Bayesian approach, depends on the choice of the a priori law parameters, used to develop the explicit form of the smoothing parameter (7) and (8). In this work, we followed the same principle as (Ziane et al., 2015) and (Somé, 2022).

The results of the comparative study between the proposed estimator and the classical BSPE and Gamma kernel estimator, with UCV for the bandwidth \( h \) selection are presented in table 3, which reports averages of ISE and standard deviations values. From these we can observe:

- For the \( \text{D3} \) model, the proposed estimator is better than the classical estimator for all sizes of the sample.
- The proposed estimator outperforms the classical estimator for the \( \text{D1} \) and \( \text{D4} \) models for all sample sizes except for a large size \( n = 500 \).
- For the \( \text{D2} \) model, the classical estimator works best for medium and large sample sizes (100 and 500).

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Density</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{D1} ) lognormal</td>
<td>( \frac{1}{x\sigma\sqrt{2\pi}} \exp\left(\frac{-1}{2\sigma^2}(\ln(x) - \mu)^2\right), \quad x &gt; 0 )</td>
<td>( (\mu, \sigma) = (1, 1) )</td>
</tr>
<tr>
<td>( \text{D2} ) Burr</td>
<td>( \frac{k^rx^{k-1}}{(1+x^r)^{k+1}}, \quad x &gt; 0 )</td>
<td>( (k, r) = (3, 1) )</td>
</tr>
<tr>
<td>( \text{D3} ) Levy</td>
<td>( \sqrt{\frac{x}{\pi(x - \mu)^2}} \exp(-\frac{c}{\pi(x - \mu)}), \quad x &gt; \mu )</td>
<td>( (\mu, c) = (0, 1/2) )</td>
</tr>
</tbody>
</table>

Remark:
The performance of the adaptive Bayesian approach, depends on the choice of the a priori law parameters, used to develop the explicit form of the smoothing parameter (7) and (8). In this work, we followed the same principle as (Ziane et al., 2015) and (Somé, 2022).
Table 3: Some expected values of ISE and their standard errors between parentheses based on 100 replications for the \( D1 \), \( D2 \), \( D3 \) and \( D4 \) distributions.

<table>
<thead>
<tr>
<th>( f )</th>
<th>( n )</th>
<th>ISE(_{BSPE-Gamma}(UCV))</th>
<th>ISE(_{BSPE}(UCV))</th>
<th>ISE(<em>\Gamma) (</em>{Gamma}(UCV))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D1 )</td>
<td>50</td>
<td>0.0090 (0.0056)</td>
<td>0.0094 (0.0062)</td>
<td>0.0130 (0.0103)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0058 (0.0039)</td>
<td>0.0061 (0.0053)</td>
<td>0.0074 (0.0060)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0031 (0.0011)</td>
<td>0.0017 (0.0012)</td>
<td>0.0023 (0.0014)</td>
</tr>
<tr>
<td>( D2 )</td>
<td>10</td>
<td>0.0931 (0.0439)</td>
<td>0.0984 (0.0807)</td>
<td>0.1122 (0.0872)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0499 (0.0487)</td>
<td>0.0260 (0.0169)</td>
<td>0.0371 (0.0803)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0247 (0.0191)</td>
<td>0.0160 (0.0116)</td>
<td>0.0197 (0.0266)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0119 (0.0075)</td>
<td>0.0068 (0.0046)</td>
<td>0.0103 (0.0103)</td>
</tr>
<tr>
<td>( D3 )</td>
<td>10</td>
<td>0.0808 (0.0418)</td>
<td>0.0918 (0.0441)</td>
<td>0.1014 (0.0598)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0331 (0.0279)</td>
<td>0.0341 (0.0358)</td>
<td>0.0483 (0.0274)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0124 (0.0145)</td>
<td>0.0159 (0.0141)</td>
<td>0.0289 (0.0183)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0043 (0.0080)</td>
<td>0.0053 (0.0042)</td>
<td>0.0078 (0.0040)</td>
</tr>
<tr>
<td>( D4 )</td>
<td>10</td>
<td>0.0931 (0.0439)</td>
<td>0.0984 (0.0807)</td>
<td>0.1122 (0.0872)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0499 (0.0487)</td>
<td>0.0260 (0.0169)</td>
<td>0.0371 (0.0803)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0247 (0.0191)</td>
<td>0.0160 (0.0116)</td>
<td>0.0197 (0.0266)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0119 (0.0075)</td>
<td>0.0068 (0.0046)</td>
<td>0.0103 (0.0103)</td>
</tr>
</tbody>
</table>

- If we compare the classical estimators with the BSPE and gamma kernels, we notice that the BSPE kernel, estimates the density better, in the case of models \( D2 \), \( D3 \) and for model \( D1 \) just for \( n = 50 \) and 100.

Table 4 presents averages ISE and standard deviations values resulting from comparison of the proposed estimator \( f_{BSPE-Gamma} \) with two smoothing parameter selection methods, the adaptive Bayesian approach and the classical UCV approach. From the results obtained, we can see that, the adaptive Bayesian approach is better than the classical UCV approach for all the models considered except \( D2 \) for the sizes \( n = 100 \) and 500.

Table 4: Some expected values of ISE and their standard errors between parentheses based on 100 replications for the \( D1 \), \( D2 \), \( D3 \) and \( D4 \) distributions.

<table>
<thead>
<tr>
<th>( f )</th>
<th>( n )</th>
<th>ISE(_{BSPE-Gamma(bayes-adaptif)}) (Std)</th>
<th>ISE(_{BSPE-Gamma(UCV)}) (Std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D1 )</td>
<td>10</td>
<td>0.0215 (0.0176)</td>
<td>0.0292 (0.0256)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0078 (0.0043)</td>
<td>0.0122 (0.0057)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0047 (0.0028)</td>
<td>0.0064 (0.0037)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0042 (0.0012)</td>
<td>0.0056 (0.0023)</td>
</tr>
<tr>
<td>( D2 )</td>
<td>10</td>
<td>0.0873 (0.0355)</td>
<td>0.1056 (0.0993)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0783 (0.0224)</td>
<td>0.0934 (0.0360)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0580 (0.0184)</td>
<td>0.0594 (0.0199)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0477 (0.0116)</td>
<td>0.0348 (0.0057)</td>
</tr>
<tr>
<td>( D3 )</td>
<td>10</td>
<td>0.0774 (0.0458)</td>
<td>0.1056 (0.0688)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0414 (0.0225)</td>
<td>0.0452 (0.0463)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0169 (0.0134)</td>
<td>0.0163 (0.0129)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0057 (0.0099)</td>
<td>0.0057 (0.0038)</td>
</tr>
<tr>
<td>( D4 )</td>
<td>10</td>
<td>0.0246 (0.0206)</td>
<td>0.0380 (0.0436)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0104 (0.0090)</td>
<td>0.0193 (0.0331)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0064 (0.0031)</td>
<td>0.0080 (0.0059)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.0041 (0.0009)</td>
<td>0.0057 (0.0024)</td>
</tr>
</tbody>
</table>

In addition, we also compared the estimators graphically as shown in Figure 2, which plots the estimators of the lognormal, Burr, Levy and Weibull distributions for \( n = 200 \) and one replication, with Bayesian adaptive and UCV approaches for the choice of \( h \). The left is the estimators of the distributions, and on the right is the zoom of the estimators tail. We note that the estimators are able to reproduce the uni-modality of the considered models. We can observe that the quality of smoothing is satisfactory, in particular at the tail of the
distributions, where the estimators estimate the tail well, whether it is with UCV or adaptive bayes approach.

Figure 2: True pdf and kernel estimators for D1, D2, D3 and D4 with BSPE-gamma kernel, adaptive bayesian and UCV for h, for a sample size n = 100.

7 Real data

This section illustrates the performances of new estimators for real data set. These data present the vinyl chloride data obtained from clean upgrading, monitoring wells in mg/l; this
Figure 3: $\hat{f}_{BSPE-Gamma}$ estimator of vinyl chloride data with bayesian and UCV approaches
data set was used by (Ziane et al., 2021). Table 5 provides the descriptive summaries of vinyl
chloride data.

<table>
<thead>
<tr>
<th>Data set</th>
<th>n</th>
<th>Max</th>
<th>Min</th>
<th>Median</th>
<th>Mean</th>
<th>SD</th>
<th>CS</th>
<th>CK</th>
</tr>
</thead>
<tbody>
<tr>
<td>vinyl chloride</td>
<td>34</td>
<td>8.000</td>
<td>0.100</td>
<td>1.150</td>
<td>1.879</td>
<td>1.952</td>
<td>1.603</td>
<td>5.005</td>
</tr>
</tbody>
</table>

Figure 3, shows the histogram and the $\hat{f}_{BSPE-Gamma}$ estimator with the adaptive Bayesian
and UCV approaches, for the selection of the smoothing parameter on the real Vinyl chloride data. From this result, we can see that the estimators were able to reproduce the uni-modality
and the tail of the data, the quality of the estimation is satisfactory with both considered
approaches.

8 CONCLUSION

In this work, we proposed to estimate the density of data that are characterized by a heavy
tail. Given this characteristic, we opted to divide the data set into two clusters (high density
region (HDR) and low density region (LDR)) using the unsupervised k-means classification
method. A new density estimator is proposed, associating to HRD the BSPE kernel and LDR
the gamma kernel, the smoothing parameter is selected by the UCV and adaptive Bayesian
approaches. A comparative study is performed to show the advantages of the proposed
estimator over the classical estimator on simulated and real data.
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