Kernel KMeans Clustering Splits for End-to-End Unsupervised Decision Trees
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Abstract. Trees are convenient models for obtaining explainable predictions on relatively small datasets. Although there are many proposals for the end-to-end construction of such trees in supervised learning, learning a tree end-to-end for clustering without labels remains an open challenge. As most works focus on interpreting with trees the result of another clustering algorithm, we present here a novel end-to-end trained unsupervised binary tree for clustering: Kauri. This method performs a greedy maximisation of the kernel KMeans objective without requiring the definition of centroids. We compare this model with a KMeans + CART combination and show that Kauri displays better performances for other kernels than the linear kernel.
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1 Introduction

Decision tree classifiers are one of the most intuitive models in machine learning owing to their intrinsic interpretability (Molnar, 2020, Section 3.2). Trees consist of a set of hierarchically sorted nodes that start from one single root node. Each node comprises two or more
conditions, called rules, each of which leads to a different child node. Once a node does not have any children, a decision is returned. A childless node is named a leaf.

While the end model is eventually interpretable, building it implies some questions to be addressed, notably regarding the number of nodes, the feature (or set of features) on which to apply a decision rule, the construction of a decision rule i.e. the number of thresholds and hence the number of children per node. Learning the structure is easier in the case of supervised learning, whereas the absence of labels makes the construction of unsupervised trees more challenging. In recent related works, the problem was oftentimes addressed with twofold methods (Tavallali et al., 2021; Laber et al., 2023): first learning clusters using another algorithm e.g. KMeans, then applying a supervised decision tree to uncover explanations of the clusters. However, such unsupervised trees are not fully unsupervised in fact, since their training still requires the presence of external labels for guidance which are provided by KMeans.

To alleviate this dependence on an exterior clustering algorithm:

- We show how the kernel KMeans objective can be rephrased to avoid the computations of centroids, leveraging simple gains to compute for split proposals in decision trees.

- We then introduce an end-to-end unsupervised tree for clustering: KMeans as unsupervised reward ideal (Kauri), which is not restricted to a fixed number of leaves. To the best of our knowledge, this is the first kernel-based end-to-end clustering tree.

- We show that Kauri often displays better performance in clustering to kernel KMeans + Tree using end-to-end training for kernels other than the linear kernel.

- We finally show that Kauri addresses some limitations of the kernel KMeans algorithm.

## 2 Training trees

In clustering, we do not have access to labels making all notions of gains such as the Gini criterion (Gini, 1912; Breiman, 1984) or the information gain (Quinlan, 1986, 2014) unusable, so we need other tools to guide the decision tree splitting procedure. A common approach is then to keep the algorithm supervised as described in the previous section, yet providing labels that were derived from a clustering algorithm e.g. KMeans (Laber et al., 2023; Held and Buhmann, 1997). In this sense, centroids derived from KMeans can also be involved in split procedures (Tavallali et al., 2021), even to the point that the data from which the centroids are derived do not need to be collected (Gamlath et al., 2021). However, such methods do not properly construct the tree from scratch in an unsupervised way despite potential changes in the gain formulations. We are interested in a method that can provide a directly integrated objective to optimise tree training. Other gains derived from entropy formulations have also been proposed (Bock, 1994; Basak and Krishnapuram, 2005). We even note the use of mutual information to achieve deeper and deeper refinements of binary clusters (Karakos et al., 2005).

Oftentimes, these approaches assume that a leaf describes fully a cluster, e.g. Blockeel et al. (1998). Combining leaves into a single cluster requires then post hoc methods (Fraiman...
et al., 2013). In such a case, an elegant approach for constructing an unsupervised tree was proposed by Liu et al. (2000) by adding uniform noise to the data and assigning a decision tree to separate the noise from the true data. Such trees put in different leaves dense areas of the data, which can then be labelled manually.

To ensure that several leaves can be assigned to a single cluster, related work also focused on the complete initialisation of a tree and refinement according to a global objective function. For example, Bertsimas et al. (2021) directly maximise the silhouette score or the Dunn index, which are internal clustering metrics and require the initialisation of the tree through greedy construction or KMeans labels. The objective is optimised using a mixed integer optimisation formulation of the tree structure. Lately, Gabidolla and Carreira-Perpinan (2022) proposed to optimise an oblique tree, a structure with logistic regressions at each node, through the alternative optimisation of a distance-based objective, e.g. KMeans, providing pseudo-labels to a tree alternating optimisation problem (Carreira-Perpinan and Tavallali, 2018).

3 Kauri: KMeans as unsupervised reward ideal

The Kauri tree is a non-differentiable binary decision tree that looks in many ways alike the CART algorithm. It constructs from scratch a binary tree giving hard clustering assignments to the data by using an objective equivalent to the optimisation of a kernel KMeans. In the Kauri structure, a cluster can be described by several leaves.

3.1 Objective function

We consider that we have a dataset of \( n \) samples: \( D = \{x_i\}_{i=1}^n \). We write the partition into \( K_{\text{max}} \) clusters as:

\[
C_k = \{x_i \in X_k\}, \forall k \leq K_{\text{max}},
\]

with \( \{X_k\}_{k=1}^{K_{\text{max}}} \) a partition of the data space \( X \subseteq \mathbb{R}^d \).

The kernel KMeans algorithm minimises the cluster sum of squares in a Hilbert space \( \mathcal{H} \) with projection \( \varphi \) and kernel \( \kappa \) with respect to \( K_{\text{max}} \) centroids \( \mu_1 \ldots \mu_{K_{\text{max}}} \):

\[
L_{\text{KMeans}} = \sum_{k=1}^{K_{\text{max}}} \sum_{x \in C_k} \|\varphi(x) - \mu_k\|^2_{\mathcal{H}}.
\]

(2)

Instead of computing the sample-wise distance to the centroid using the kernel trick (Dhillon et al., 2004), Kauri optimises this objective without explicitly computing centroids per cluster. To that end, we use the following simple equality:

\[
\sum_{x \in C_k} \|\varphi(x) - \mu_k\|^2_{\mathcal{H}} = \frac{1}{|C_k|} \sum_{x, y \in C_k} \|\varphi(x) - \varphi(y)\|^2_{\mathcal{H}}.
\]

(3)

Once inserted into the kernel KMeans objective, we get an alternative formulation without centroids:

\[
L_{\text{KMeans}} = \sum_{k=1}^{K_{\text{max}}} \frac{1}{2|C_k|} \sum_{x, y \in C_k} \|\varphi(x) - \varphi(y)\|^2_{\mathcal{H}}.
\]

(4)
Using the kernel trick, we can rephrase this objective as:

\[ \mathcal{L}_{\text{KMeans}} = \sum_{k=1}^{K_{\text{max}}} \frac{1}{|C_k|} \sum_{x,y \in C_k} (\kappa(x,x) + \kappa(y,y) - 2\kappa(x,y)), \]  

(5)

where the two first kernel terms can be summarised as the size of clusters weighting the diagonal elements of the kernel. Finally, the third term is the grand sum of the kernel of the cluster, and thus:

\[ \mathcal{L}_{\text{KMeans}} = \frac{1}{|\mathcal{D}|} \sum_{x \in \mathcal{D}} \kappa(x,x) - \sum_{k=1}^{K_{\text{max}}} \frac{1}{|C_k|} \sum_{x,y \in C_k} \kappa(x,y). \]  

(6)

For the sake of simplicity, we introduce the function \( \sigma \) that sums the kernel values \( \kappa(x_i,x_j) = \langle \varphi(x_i), \varphi(x_j) \rangle \) of samples indexed by two sets:

\[ \sigma(E \times F) = \sum_{x_i \in E} \sum_{x_j \in F} \kappa(x_i,x_j). \]  

(7)

We will refer to the \( \sigma \) function as the kernel stock. This function is bilinear with respect to the input spaces. We provide in Figure 1 a visual explanation of its different usages.

We finally note that the first term of Eq. (6) is a constant because it does not depend on the clustering. With the only the second term remaining, we can remove the minus sign and hence maximise the objective:

\[ \mathcal{L}_{\text{Kauri}} = \sum_{k=1}^{K_{\text{max}}} \frac{\sigma(C_k^2)}{|C_k|}, \]  

(8)

Therefore, maximising our objective function \( \mathcal{L} \) is equivalent up to a constant to minimising a KMeans objective for any kernel. However, in contrast to Eq. (2), it is not a function of centroids, but a function of a partition.

3.2 Tree branching

For supervised trees like CART or ID3, the types of splits are binary and guided by the labels which tell us to which class each child node should go. For unsupervised trees, we must consider all possibilities: to which cluster goes the left child, to which cluster goes the right child on what set of features to do the split, on what threshold in this feature to split and on which nodes. We note \( T_p \) the set of samples reaching the \( p \)-th node. For a split, let \( S_L \) be the subset of samples from the node samples \( T_p \) that will go to the left child node and \( S_R \) the complementary subset of samples that will go to the right child node. Each child node will be assigned to a different cluster, whether new, already existing, or equal to the parent node’s cluster assignment. Let \( k_p \) be the current cluster membership of the parent node \( p \), \( k_L \) the future cluster membership for the left child node and \( k_R \) the future cluster membership of the right child node, then \( S_L \cup S_R = T_p \subseteq C_{k_p} \) and after splitting: \( S_L \subseteq C_{k_L} \) and \( S_R \subseteq C_{k_R} \).
We enforce the following constraints: a child node must stay in the parent node’s cluster if both children leaving would empty the parent’s cluster; the creation of a new cluster can only be done under the condition that the number of clusters does not exceed a specified limit $K_{\text{max}}$. We also impose a maximum number of leaves $T_{\text{max}}$ which can be equal to at most the number of samples $n$. It is nonetheless possible that the algorithm stops the splitting procedure if all gains become negative before reaching the maximum number of leaves allowed. Unlike Gabidolla and Carreira-Perpinan (2022) who recently proposed unsupervised oblique trees, we choose to keep splits on a single feature because this lowers the complexity of greedy exploration.

Thus, learning consists in greedily exploring from all nodes the best split and either taking this split to build a new cluster or merging with another cluster. We now present the objective function and related gains depending on the children’s cluster memberships.

### 3.3 Gain metrics

We can derive from the objective of Eq. (8) four gains that evaluate how much score we get by assigning one child node to a new cluster, assigning both child nodes to two new clusters, merging one child node to another cluster, or merging both child nodes to different clusters. We denote by $C'_{\bullet}$ the clusters after the split operation and by $C_{\bullet}$ the clusters before the split. Hence, the global gain metric is:

$$\Delta L(S_L : k_p \rightarrow k_L, S_R : k_p \rightarrow k_R) = \frac{\sigma(C^{2}_{k_L})}{|C'_{k_L}|} + \frac{\sigma(C^{2}_{k_R})}{|C'_{k_R}|} + \frac{\sigma(C^{2}_{k_p})}{|C'_{k_p}|} - \frac{\sigma(C^{2}_{k_L})}{|C_{k_L}|} - \frac{\sigma(C^{2}_{k_R})}{|C_{k_R}|} - \frac{\sigma(C^{2}_{k_p})}{|C_{k_p}|}, \quad (9)$$

which corresponds to subtracting the contribution of the kernel stocks of the former clusters and adding the kernel stocks of the new clusters after splitting.

From this global gain metric, we derive four different gains: the star gain $\Delta L^\star$ for assigning either the left or right child of a leaf to a new cluster, the double star gain $\Delta L^{\star\star}$ for assigning the left and right children of a leaf to two new clusters, the switch gain $\Delta L^{\leftrightarrow}$ for assigning either the left or right child of a leaf to another existing cluster and the reallocation gain $\Delta L^{\rightarrow\rightarrow}$ for assigning respectively the left and right children to different existing clusters. In
Table 1: Summary of the datasets used in the experiments.

<table>
<thead>
<tr>
<th>Name</th>
<th>Breast Cancer</th>
<th>Iris</th>
<th>Lsun</th>
<th>Mice protein</th>
<th>Target</th>
<th>Twodiamonds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples</td>
<td>683</td>
<td>150</td>
<td>404</td>
<td>552</td>
<td>770</td>
<td>800</td>
</tr>
<tr>
<td>Features</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>77</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Classes</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2: ARI scores \(\text{std}\) (greater is better) after 30 runs on random subsamples of 80% of the input datasets for varying kernels. All models are limited to finding 4 times more leaves than clusters.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Additive (\chi^2)</th>
<th>KMeans+DT</th>
<th>Kauri</th>
<th>KMeans+DT</th>
<th>Kauri</th>
<th>KMeans+DT</th>
<th>Kauri</th>
<th>KMeans+DT</th>
<th>Kauri</th>
<th>KMeans+DT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>0.86_{0.01}</td>
<td>0.84_{0.02}</td>
<td>0.82_{0.02}</td>
<td>0.86_{0.02}</td>
<td>0.87_{0.01}</td>
<td>0.79_{0.03}</td>
<td>0.87_{0.02}</td>
<td>0.78_{0.03}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iris</td>
<td>0.67_{0.04}</td>
<td>0.62_{0.09}</td>
<td>0.67_{0.04}</td>
<td>0.61_{0.11}</td>
<td>0.78_{0.05}</td>
<td>0.71_{0.14}</td>
<td>0.72_{0.03}</td>
<td>0.71_{0.05}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lsun</td>
<td>\textbf{0.98}_{0.00}</td>
<td>0.89_{0.21}</td>
<td>\textbf{0.98}_{0.01}</td>
<td>0.83_{0.26}</td>
<td>\textbf{0.98}_{0.01}</td>
<td>0.90_{0.01}</td>
<td>0.88_{0.02}</td>
<td>0.93_{0.02}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twodiamonds</td>
<td>0.95_{0.00}</td>
<td>0.95_{0.02}</td>
<td>0.98_{0.00}</td>
<td>0.97_{0.02}</td>
<td>\textbf{1.00}_{0.00}</td>
<td>0.77_{0.43}</td>
<td>\textbf{1.00}_{0.00}</td>
<td>\textbf{1.00}_{0.00}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wine</td>
<td>0.87_{0.03}</td>
<td>0.74_{0.03}</td>
<td>\textbf{0.90}_{0.03}</td>
<td>0.73_{0.10}</td>
<td>0.89_{0.03}</td>
<td>0.83_{0.03}</td>
<td>0.85_{0.03}</td>
<td>0.80_{0.04}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

practice, for the \(p\)-th leaf with split proposals \(S_L\) and \(S_R\), we do not need to compute the future cluster kernel stocks \(\sigma(C'_i)\) and instead use the stocks between the splits and the current clusters: \(\sigma(S_{L/R} \times C_i)\). The code of Kauri is available in the GemClus package: https://gemini-clustering.github.io.

4 Experiments

The datasets used in the experiments are described in Table 1. We will assess the general clustering performances using the adjusted rand index (ARI, Hubert and Arabie, 1985) and the KMeans score normalised by the reference score of the sole kernel KMeans algorithm for cluster quality. We used minmax scaling for all datasets to ensure the computation of \(\chi^2\) kernels. We tossed away all samples that presented missing values for the sake of simplicity. Finally, we introduced stochasticity by measuring the performances on random samples of 80% of the dataset to be fair between the stochastic nature of kernel KMeans and the deterministic nature of Kauri due to its greedy construction.

We compare the performances of Kauri against the concatenation of a kernel KMeans algorithm and a supervised decision tree for different kernel (KMeans+DT). However, using a different kernel leads to the absence of a definition of centroids in the Euclidean space where the data lie. Consequently, the available implementations of the related work (Frost et al., 2020; Makarychev and Shan, 2022; Laber et al., 2023) are not compatible with this set-up because they generally require a centroid. We explore 4 different kernels with default parameters from \texttt{scikit-learn} (Pedregosa et al., 2011): \(\chi^2\), additive \(\chi^2\), Laplacian and RBF kernels with Table 2 for the ARI and Table 3 for the normalised KMeans score. We also allow the algorithms to find 4 times more leaves than clusters, as was done by Frost et al. (2020).
Table 3: Relative Kernel KMeans scores $\text{std}$ (lower is better) of Kauri and Kernel-KMeans + Decision Tree after 30 runs on random subsamples of 80% of the input datasets for varying kernels. All models are limited to finding 4 times more leaves than clusters.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Additive $\chi^2$</th>
<th>$\chi^2$</th>
<th>Laplacian</th>
<th>RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kauri</td>
<td>KMeans+DT</td>
<td>Kauri</td>
<td>KMeans+DT</td>
</tr>
<tr>
<td>Cancer</td>
<td>1.040.02</td>
<td>1.050.02</td>
<td>1.020.01</td>
<td>1.050.01</td>
</tr>
<tr>
<td>Iris</td>
<td>1.110.05</td>
<td>1.180.16</td>
<td>1.100.04</td>
<td>1.200.16</td>
</tr>
<tr>
<td>Lsun</td>
<td>1.080.03</td>
<td>1.130.11</td>
<td>1.040.02</td>
<td>1.110.12</td>
</tr>
<tr>
<td>Twodiamonds</td>
<td>1.030.02</td>
<td>1.030.02</td>
<td>1.050.02</td>
<td>1.050.02</td>
</tr>
<tr>
<td>Wine</td>
<td>1.030.03</td>
<td>1.050.04</td>
<td>1.050.02</td>
<td>1.080.05</td>
</tr>
</tbody>
</table>

We generally observe equal or stronger ARI scores for the KAURI algorithm in Table 2. The same observation goes for the KMeans score in Table 3, especially for the Laplacian kernel in both tables. Note that we could not run this experiment on the Mice protein and Target datasets. This is due to the phenomenon of empty clusters that arises in the kernel KMeans algorithm. Consequently, the basis on which the decision tree is learnt does not provide enough clusters, thus lowering the ARI and increasing the kernel KMeans score for these two excluded datasets. Similarly, the reference kernel KMeans score used for normalisation suffered from the same problem. Empirically, we observed this behaviour for 2 implementations of the kernel KMeans algorithm.1

As a simple example, we ran 100 kernel KMeans models with an additive $\chi^2$ kernel or a polynomial kernel for the Mice protein dataset and the Target dataset. From Figure 2, we observe that for a relatively small number of clusters, the kernel KMeans may converge to several empty clusters, with the worst effect from the polynomial kernel in this example. To complete Figure 2, the number of clusters found with the best kernel KMeans score was 8

---

1https://gist.github.com/mblondel/6230787, and the tslearn v0.6.3 implementation (Tavenard et al., 2020).
for the Mice protein dataset and 6 for the Target dataset. In contrast, datasets with only 2 clusters to find often converged to the good number of clusters, making scores comparable.

This shows that with the end-to-end construction of the Kauri tree, we do not suffer from dependence to the basis KMeans algorithm, and manage to get the correct user-desired number of clusters.

5 Final words

We introduced a novel model optimising a kernel KMeans objective: Kauri. By rephrasing the kernel KMeans objective to drop the requirement for centroids, we leveraged an easy criterion to maximise and derived gains for an iterative splitting procedure in a CART-like binary tree. In contrast to related work on unsupervised binary decision trees, Kauri is compatible with kernels other than the linear kernel. Moreover, we showed that the algorithm does not suffer from an empty cluster phenomenon that arises in the kernel KMeans algorithm and will fill all clusters. When the kernel KMeans algorithm converges to the correct number of clusters, the performances of Kauri remain greater than the KMeans+DT baseline. Hence, the strong advantage of this method is building an interpretable by-nature clustering instead of seeking to explain another clustering output from a different algorithm. Future work will focus on the integration of linear splits using several features, such as in oblique trees (Gabidolla and Carreira-Perpinan, 2022).
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