Résumé. Grâce à l’utilisation de l’astuce du noyau dans les espaces d’entrée et de sorties, les méthodes subrogées à noyaux offrent une solution polyvalente avec des fondements théoriques au problème de prédiction structurée. Bien que sur des ensembles de données de tailles modérées elles constituent l’état de l’art, comme dans la chimie-informatique par exemple, elles échouent à passer à l’échelle lorsque le nombre de données d’entraînement devient élevé. Nous proposons d’équiper ces méthodes subrogées à noyaux avec des approximations à l’aide de projections aléatoires, appliquées aux noyaux d’entrée et de sortie. Nous prouvons une borne d’excès de risque sur l’estimateur du problème structuré, atteignant une vitesse de convergence proche de l’estimateur optimal avec des projecteurs de petite dimension en fonction des vitesses de décroissance des valeurs propres des opérateurs de covariance entrée/sortie. D’un point de vue computationnel, nous montrons que les deux approximations ont des impacts distincts mais complémentaires : en entrée on accélère principalement l’apprentissage, tandis qu’en sortie c’est l’inférence qui est accélérée.
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Abstract. Leveraging the kernel trick in both the input and output spaces, surrogate kernel methods are a flexible and theoretically grounded solution to structured output prediction. If they provide state-of-the-art performance on complex data sets of moderate size (e.g., in chemoinformatics), these approaches however fail to scale. We propose to equip surrogate kernel methods with sketching-based approximations, applied to both the input and output feature maps. We prove excess risk bounds on the original structured prediction problem, showing how to attain close-to-optimal rates with a reduced sketch size that depends on the eigendecay of the input/output covariance operators. From a computational perspective, we show that the two approximations have distinct but complementary impacts: sketching the input kernel mostly reduces training time, while sketching the output kernel decreases the inference time.
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1 Introduction

Ubiquitous in real-world applications, structured objects have attracted a great deal of attention in machine learning (Bakir et al., 2007; Gärtner, 2008; Nowozin and Lampert, 2011; Deshwal et al., 2019). Depending on their role, i.e., either as input or output variables, they raise distinct challenges. Classification and regression from structured inputs generally rely on a continuous representation learned by a deep neural network (Defferrard et al., 2016), or implicitly defined through a dedicated kernel (Collins and Duffy, 2001; Borgwardt et al., 2020). In contrast, structured output prediction calls for a more involved approach, since the discrete nature of the outputs impacts the definition of the loss function (Nowak et al., 2019; Ciliberto et al., 2020; Cabannes et al., 2021), and therefore the learning problem itself.

To handle this problem, several methods have been developed to relax the combinatorial problems that appear both at training and inference. Energy-based approaches convert structured prediction into learning a scalar score function (Tsochantaridis et al., 2005; LeCun et al., 2007; Belanger and McCallum, 2016; Deshwal et al., 2019). End-to-end learning typically exploits a differentiable model, together with a differentiable loss, to run gradient descent (Long et al., 2015; Niculae et al., 2018; Berthet et al., 2020). Surrogate methods (Ciliberto et al., 2020) solve a regression problem in a Hilbert space where outputs have been implicitly embedded, shortcutting the inference during learning.

Rare are the methods that enjoy both scalability at learning/inference steps and statistical guarantees (Osokin et al., 2017; Cabannes et al., 2021). In this work, we focus on surrogate approaches and their implementation as kernel methods, i.e., the input output kernel regression framework (Cortes et al., 2005; Brouard et al., 2016b). Recent works Ciliberto et al. (2016, 2020) have shown that they enjoy consistency, their excess risk being governed by that of the surrogate regression. Moreover, they are well appropriate to make prediction from one structured modality to another, since kernels can be leveraged in both the input and output spaces. Overall, they offer a general, theoretically grounded, and simple-to-implement solution to structured prediction, providing state-of-the-art results in applications such as molecule identification (Schymanski et al., 2017).

However, contrary to deep neural networks, they do not scale neither in memory nor in time without further approximation. The aim of this paper is to equip these methods with kernel approximations to obtain a drastic complexity reduction while maintaining their statistical properties. Several works have highlighted the power of kernel approximations, from Random Fourier Features (Rahimi and Recht, 2007; Brault et al., 2016; Rudi and Rosasco, 2017; Li et al., 2021), to general low-rank approaches (Bach, 2013; Meanti et al., 2020).

In this work we focus on sketching (Mahoney et al., 2011; Woodruff, 2014), a general dimension reduction method based on linear random projections. Applied to kernel approximation, sketching has been widely studied through Nyström’s sub-sampling approximation (Williams and Seeger, 2001; Alaoui and Mahoney, 2015; Rudi et al., 2015), and further explored using Gaussian or Randomized Orthogonal Systems (Yang et al., 2017; Lacotte and Pilanci, 2020). Interpreted as a way to provide data-dependent random features (Williams and Seeger, 2001; Yang et al., 2012; Kpotufe and Sriperumbudur, 2020), this approach has allowed to scale up kernel PCA (Sterge and Sriperumbudur, 2022), kernel mean embedding
(Chatalic et al., 2022a,b) or independence tests (Kalinke and Szabó, 2023) while enjoying statistical guarantees. However, sketching has been limited so far to scalar kernel machines. No current approach covers both sides of the coin, i.e., applying approximations to both the input and output kernels. Motivated by surrogate structured prediction, we close this gap and make the following contributions:

- We apply sketching to the vector-valued kernel regression problem solved in structured prediction, both on inputs and outputs, which accelerates respectively learning and inference.
- We derive excess risk bounds controlled by the properties of the sketched projection operators.
- We prove that sub-Gaussian sketches provide close-to-optimal rates with small sketch sizes.
- We empirically show that our algorithms maintain good accuracy on moderate size datasets, while enabling kernel surrogate methods on large datasets where the standard approach is simply intractable.

Notations. We introduce now generic notations for the input (output) space and kernel. If $\mathcal{Z}$ denotes a generic Polish space, $k_\mathcal{Z}$ is a positive definite kernel over $\mathcal{Z}$ and $\psi_\mathcal{Z}(z) := k_\mathcal{Z}(\cdot, z)$ is the canonical feature map of $k_\mathcal{Z}$. $H_\mathcal{Z}$ denotes the Reproducing Kernel Hilbert Space (RKHS) associated to $k_\mathcal{Z}$. $S_\mathcal{Z}: f \in H_\mathcal{Z} \mapsto (1/\sqrt{n})(f(z_1), \ldots, f(z_n))^\top$ is the sampling operator over $H_\mathcal{Z}$ (Smale and Zhou, 2007). For any operator $A$, we denote $A^\#$ its adjoint. The adjoint of $S_\mathcal{Z}$ is defined as $S_\mathcal{Z}^\#: \alpha \in \mathbb{R}^n \mapsto (1/\sqrt{n}) \sum_{i=1}^n \alpha_i \psi_\mathcal{Z}(z_i)$. If $z$ is a r.v. distributed according to $\rho_\mathcal{Z}$, its covariance operator over $H_\mathcal{Z}$ is $C_\mathcal{Z} = \mathbb{E}_z[\psi_\mathcal{Z}(z) \otimes \psi_\mathcal{Z}(z)]$, and its empirical counterpart $\hat{C}_\mathcal{Z} = (1/n) \sum_{i=1}^n \psi_\mathcal{Z}(z_i) \otimes \psi_\mathcal{Z}(z_i) = S_\mathcal{Z}^\# S_\mathcal{Z}$, where $\{(z_i)_{i=1}^n\}$ is i.i.d. drawn from $\rho_\mathcal{Z}$. The Moore-Penrose inverse of $M$ is denoted $M^\dagger$.

2 Background

We now recall the structured prediction setting based on a kernel-induced loss, and a state-of-the-art surrogate approach to solve it. We also provide reminders about sketching as a way to scale-up kernel methods.

Structured prediction with surrogate kernel methods. Let $\mathcal{X}$ be the input space and $\mathcal{Y}$ a structured output space. In general, $\mathcal{Y}$ is finite and extremely large. Let a positive definite kernel $k_\mathcal{Y}: \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$, that measures how close two objects from $\mathcal{Y}$ are. We consider the loss function induced by $k_\mathcal{Y}$, defined as $\ell : (y, y') \to \|\psi_\mathcal{Y}(y) - \psi_\mathcal{Y}(y')\|_{H_\mathcal{Y}}^2$. Note that it can be computed using the kernel trick. Given an unknown joint probability distribution $\rho$ defined on $\mathcal{X} \times \mathcal{Y}$, the goal of structured prediction is to approximate

$$f^* = \arg \min_{f: \mathcal{X} \to \mathcal{Y}} \mathcal{R}(f),$$

(1)
where $\mathcal{R}(f) = \mathbb{E}_{(x,y) \sim \rho} \left[ \| \psi_Y(y) - \psi_Y(f(x)) \|^2_{\mathcal{H}_Y} \right]$, using only an i.i.d. sample $\{(x_1, y_1), \ldots, (x_n, y_n)\}$ drawn from $\rho$. Estimating directly $f^*$ is not tractable, such that many works (Cortes et al., 2005; Geurts et al., 2006; Brouard et al., 2011; Ciliberto et al., 2016) have proposed instead the following two-step approach:

1. **Surrogate Regression**: Find an estimator $\hat{h}$ of the surrogate target $h^*: x \mapsto \mathbb{E}_y[\psi_Y(y)|x]$ such that
   
   $$h^* = \arg \min_h \mathbb{E}_{(x,y)} \left[ \| h(x) - \psi_Y(y) \|^2_{\mathcal{H}_Y} \right].$$

2. **Pre-image**: Define $\hat{f}$ by decoding $\hat{h}$, i.e.,
   
   $$\hat{f}(x) = d(\hat{h}(x)) := \arg \min_{y \in \mathcal{Y}} \| \hat{h}(x) - \psi_Y(y) \|^2_{\mathcal{H}_Y}. $$

The surrogate regression in Step 1 is much easier to handle than the initial structured prediction problem: it avoids learning $f$ through the composition with the implicit feature map $\psi_Y$, and relegates the difficulty of handling structured objects to Step 2, i.e. at inference. In addition, vector-valued regression into infinite-dimensional spaces is a well-studied problem, that can be solved by using the kernel trick in the output space. This two-step approach belongs to the general framework of SELF (Ciliberto et al., 2016) and ILE (Ciliberto et al., 2020) and enjoys valuable theoretical guarantees. It is Fisher consistent, i.e., $h^*$ yields $f^*$ after decoding, and the excess risk of $\hat{f}$ is controlled by that of $\hat{h}$.

**Input Output ridge Kernel Regression.** A common choice to tackle in practice the surrogate regression problem consists in solving a *kernel ridge regression problem*, leveraging kernels in both input and output spaces. The hypothesis space is chosen as a vector-valued Reproducing Kernel Hilbert Space (vv-RKHS) (Senkene and Tempel’man, 1973; Micchelli and Pontil, 2005; Carmeli et al., 2006, 2010). In the same way that RKHS are based on positive symmetric definite kernels, vv-RKHS are based on Operator-Valued Kernels (OVK). In our setting, we define an OVK $\mathcal{K}$, as a mapping $\mathcal{K}: \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{H}_Y)$, where $\mathcal{L}(\mathcal{H}_Y)$ is the set of bounded linear operators on $\mathcal{H}_Y$, and that satisfies the properties recalled in Appendix B. An OVK $\mathcal{K}$ is uniquely associated with a vv-RKHS $\mathcal{H}$, i.e. a Hilbert space of functions from $\mathcal{X}$ to $\mathcal{H}_Y$ that enjoys the reproducing kernel property (see Appendix B).

In what follows, we opt for the identity decomposable OVK $\mathcal{K}: \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{H}_Y)$, defined as: $\mathcal{K}(x, x') = k_X(x, x')I_{\mathcal{H}_Y}$, where $k_X: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is a p.d. scalar-valued kernel on $\mathcal{X}$. In *Input Output Kernel Ridge Regression* (IOKR for short, Brouard et al. 2011, 2016b; Ciliberto et al. 2020, also introduced as Kernel Dependency Estimation by Weston et al. (2003)), the estimator of the surrogate regression is obtained by solving the following Ridge regression problem within $\mathcal{H}$, given a regularisation penalty $\lambda > 0$,

$$\hat{h} = \arg \min_{h \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^n \| \psi_Y(y_i) - h(x_i) \|^2_{\mathcal{H}_Y} + \lambda \| h \|^2_{\mathcal{H}}. \quad (2)$$

Interestingly, the unique solution to the above problem can be expressed in different ways. From one hand, we can derive from the representer theorem in vv-RKHS (Micchelli and...
Pontil, 2005) the following expression:

\[ \hat{h}(x) = \sum_{i=1}^{n} \hat{\alpha}_i(x) \psi_y(y_i), \quad \text{with} \quad \hat{\alpha}(x) = (K_X + n\lambda)^{-1} k_X^\psi = \hat{\Omega} k_X^\psi, \tag{3} \]

where \( K_X = (k_X(x_i, x_j))_{i,j=1}^{n} \) and \( k_X^\psi = (k_X(x, x_1), \ldots, k_X(x, x_n)) \). On the other hand, using an operator view one obtains

\[ \hat{h}(x) = \hat{H} \psi_x(x), \quad \text{where} \quad \hat{H} = S_Y^\# S_X (\hat{\Theta}_X + \lambda I)^{-1}. \tag{4} \]

The latter expression can be seen as a re-writing of the first (Ciliberto et al., 2016), echoing the KDE equations with finite-dimensional feature maps (Cortes et al., 2005). It can also be related to the conditional kernel empirical mean embedding (Grünewälder et al., 2012).

The final estimator \( \hat{f} \) is computed using the expression in (3), in order to benefit from the kernel trick:

\[ \hat{f}(x) = \arg \min_{y \in Y} k_y(y, y) - 2k_X^T \hat{\Omega} k_X^y, \tag{5} \]

where \( k_X^y = (k_X(y, y_1), \ldots, k_X(y, y_n))^\top \). The training phase thus involves the inversion of a \( n \times n \) matrix, whose cost without any approximation is \( \mathcal{O}(n^3) \). Besides, it implies storing \( n^2 \) values in memory, which induces a heavy space complexity as well. In practice, decoding is performed by searching in a candidate set \( Y_c \subseteq Y \) of size \( n_c \). Hence, performing predictions on a test set \( X_{te} \) of size \( n_{te} \) mainly implies computing

\[ K_X^{te, tr} \hat{\Omega} K_Y^{tr, c}, \tag{6} \]

where \( K_X^{te, tr} = (k_X(x_i^{te}, x_j))_{1 \leq i \leq n_{te}, 1 \leq j \leq n} \in \mathbb{R}^{n_{te} \times n}, \) and \( K_Y^{tr, c} = (k_Y(y_i, y_j^c))_{1 \leq i \leq n, 1 \leq j \leq n_c} \in \mathbb{R}^{n \times n_c} \). The complexity of the decoding part is \( \mathcal{O}(n_{te} n_c) \), considering \( n_{te} < n \leq n_c \). IOKR thus suffers from both heavy time and space computational costs. To cope with this limitation, we develop a general sketching approach that applies to both input and output feature spaces, accelerating both training and decoding.

**Sketching for kernel methods.** Applied to kernel methods to reduce their dependency in \( n \), sketching can be seen as linear projections induced by a random matrix \( R \) (the sketching matrix) drawn from a probability distribution over \( \mathbb{R}^{m \times n} \), where \( m \ll n \). Classic examples include Nyström’s approximation, where each row of \( R \) is randomly drawn from the rows of the identity matrix \( I_n \), and Gaussian sketches, where all entries of \( R \) are i.i.d. Gaussian random variables. Nyström’s approximation acts as a random training data sub-sampler, but it can be interpreted in many ways. In Drineas et al. (2005); Bach (2013), it is shown to generate a low-rank approximation of the Gram matrix, while in Williams and Seeger (2001); Yang et al. (2012), it is seen as a way to construct data-dependent finite-dimensional random features. In Rudi et al. (2015), instead, it is presented as a projection onto a small subspace of the RKHS. For other sketching schemes such as Gaussian or Randomized Orthogonal Systems, most of the works adopt an optimization viewpoint, where a variable substitution is operated
Figure 1: IOKR (left) and SISOKR (right) in the KDE setting. Note that SISOKR consists in IOKR when kernels $k_Z$ are replaced with their projected versions $\tilde{k}_Z(\cdot, \cdot) = \langle \psi_Z(\cdot), \tilde{P}_Z \psi_Z(\cdot) \rangle_{H_Z}$. However, this new output kernel changes the pre-image problem, and consequently the estimator $\tilde{f}$. In the paper, we modify $\tilde{H}$ (and not the kernels) in order to use the comparison inequality from Ciliberto et al. (2020), see the proof of Corollary 1.

after the application of a Representer theorem (Yang et al., 2017; Lacotte and Pilanci, 2020). An interesting view provided in Kpotufe and Sriperumbudur (2020) explores the construction of random features based on Gaussian sketching. All these works are however limited to sketching the input kernel, in scalar regression problems. In this work: (1) we generalize input sketching to vector-valued problems, (2) we sketch the outputs, which is critical to scale-up surrogate methods with kernelized outputs.

### 3 Sketched Input Sketched Output Kernel Regression

The goal of this section is to construct a low-rank estimator of $\hat{h}$ by using sketching on both the input and output kernels. Note that sketching the feature maps is not desirable here: if we replace the output features $\psi_Y(y_i) \in H_Y$ with some sketch-dependent approximations $\tilde{\psi}_Y(y_i) \in \mathbb{R}^m$ we become unable to compare the resulting $\tilde{h}$ to the target $h^*$. Indeed, $\tilde{h}$ is an approximation of $x \mapsto \mathbb{E}_y[\tilde{\psi}_Y(y)|x]$, which is a biased version of $h^*$ due to the sketch realization. Instead, as we show below, seeing sketching as orthogonal projections provides a natural way to solve our problem. Ultimately, this gives rise to an estimator $\tilde{f}$ for structured prediction which is versatile, easy-to-implement, theoretically-based and scalable to large data sets.

**Low-rank estimator.** Given two orthogonal projection operators $\tilde{P}_X$ and $\tilde{P}_Y$, we start from (4) and replace the sampling operators on both sides, $S_X$ and $S_Y$, by their projected counterparts, $S_X \tilde{P}_X$ and $S_Y \tilde{P}_Y$, so as to encode dimension reduction. The proposed low-rank estimator is expressed as follows:

$$\hat{h}(x) = \tilde{P}_Y S_Y^e S_X \tilde{P}_X \left( \tilde{P}_X \tilde{C}_X \tilde{P}_X + \lambda I_{H_X} \right)^{-1} \psi_X(x).$$

We now show how to design the projection operators using sketching and then derive the novel expression of the low-rank estimator in terms of a weighted combination of the training
outputs: $\hat{h}(x) = \sum_{i=1}^{n} \tilde{\alpha}_i \psi_{\mathcal{Y}}(y_i)$, yielding a reduced computational cost. IOKR and SISOKR approaches are illustrated on Figure 1.

Sketching. In this work, we chose to leverage sketching to obtain random projectors within the input and output feature spaces. Indeed, sketching consists of approximating a feature map $\psi_{\mathcal{Z}} : \mathcal{Z} \to \mathcal{H}_{\mathcal{Z}}$ by projecting it thanks to a random projection operator $\tilde{\mathbf{P}}_{\mathcal{Z}}$ defined as follows. Given a random matrix $\mathbf{R}_{\mathcal{Z}} \in \mathbb{R}^{m_{\mathcal{Z}} \times n}$, $n$ data $(z_i)_{i=1}^{n} \in \mathcal{Z}$ and $m_{\mathcal{Z}} \ll n$, the linear subspace defining $\tilde{\mathbf{P}}_{\mathcal{Z}}$ is constructed as the linear subspace generated by the span of the following $m_{\mathcal{Z}}$ random vectors

$$\sum_{j=1}^{n} (\mathbf{R}_{\mathcal{Z}})_{ij} \psi_{\mathcal{Z}}(z_j) \in \mathcal{H}_{\mathcal{Z}}, \quad i = 1, \ldots, m_{\mathcal{Z}}.$$ 

One can show (Proposition 2 in Appendix C) that the corresponding orthogonal projector writes

$$\tilde{\mathbf{P}}_{\mathcal{Z}} = (\mathbf{R}_{\mathcal{Z}} \mathbf{S}_{\mathcal{Z}})^\# (\mathbf{R}_{\mathcal{Z}} \mathbf{S}_{\mathcal{Z}} (\mathbf{R}_{\mathcal{Z}} \mathbf{S}_{\mathcal{Z}})^\#)^\dagger \mathbf{R}_{\mathcal{Z}} \mathbf{S}_{\mathcal{Z}}. \quad (7)$$

Sketched Input Sketched Output Kernel Regression (SISOKR). The SISOKR estimator is the low-rank estimator $\tilde{h}$, where both $\tilde{\mathbf{P}}_{\mathbf{X}}$ and $\tilde{\mathbf{P}}_{\mathbf{Y}}$ have been chosen as (7), for some random sketches $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$. It also admits the following expression based on a linear combination of the $\psi_{\mathcal{Y}}(y_i)$.

**Proposition 1 (Expression of SISOKR).** $\forall x \in \mathcal{X}$, $\tilde{h}(x) = \sum_{i=1}^{n} \tilde{\alpha}_i (x) \psi_{\mathcal{Y}}(y_i)$ where

$$\tilde{\alpha}(x) = \mathbf{R}_{\mathbf{Y}}^\top \tilde{\Omega} \mathbf{R}_{\mathbf{X}} \mathbf{k}_{\mathbf{X}}^x \quad \text{and} \quad \tilde{\Omega} = \mathbf{K}_Y \dagger \mathbf{R}_{\mathbf{Y}} \mathbf{K}_{\mathbf{Y}} \mathbf{R}_{\mathbf{X}}^\top \left( \mathbf{R}_{\mathbf{X}} \mathbf{K}_{\mathbf{X}}^2 \mathbf{R}_{\mathbf{X}}^\top + n\lambda \mathbf{K}_{\mathbf{X}} \right)^\dagger, \quad (8)$$

with $\mathbf{K}_{\mathbf{X}} = \mathbf{R}_{\mathbf{X}} \mathbf{K}_{\mathbf{X}} \mathbf{R}_{\mathbf{X}}^\top$ and $\mathbf{K}_{\mathbf{Y}} = \mathbf{R}_{\mathbf{Y}} \mathbf{K}_{\mathbf{Y}} \mathbf{R}_{\mathbf{Y}}^\top$.

Note that the matrix quantity that we recover above, $\mathbf{K}_{\mathbf{X}} \mathbf{R}_{\mathbf{X}}^\top \left( \mathbf{R}_{\mathbf{X}} \mathbf{K}_{\mathbf{X}}^2 \mathbf{R}_{\mathbf{X}}^\top + n\lambda \mathbf{X}_{\mathbf{X}} \right)^\dagger \mathbf{R}_{\mathbf{X}} \mathbf{k}_{\mathbf{X}}^x$, is typical to sketched kernel Ridge regression (Rudi et al., 2015; Yang et al., 2017). It allows to reduce the size of the matrix to invert, which is now an $m_{\mathcal{X}} \times m_{\mathcal{X}}$ matrix. This is the main reason for the reduction of the learning step’s complexity, and is due to the input sketching (still, we need to perform matrix multiplication $\mathbf{R}_{\mathbf{X}} \mathbf{K}_{\mathbf{X}}$, whose efficiency depends on the sketch used). Note that output sketching also requires additional operations, but the overall cost of computing $\tilde{\alpha}$ remains negligible compared to $\mathcal{O}(n^3)$. We obtain the corresponding structured prediction estimator $\hat{\mathbf{f}}$ by decoding $\tilde{h}$, i.e., by replacing $\tilde{\Omega}$ by $\tilde{\Omega}$ in (5). In fact, the main quantity we have to compute for prediction is now

$$\mathbf{K}_{\mathbf{X}}^{\text{te, tr}} \mathbf{R}_{\mathbf{X}}^\top \underbrace{\tilde{\Omega}}_{m_{\mathcal{X}} \times m_{\mathcal{X}}} \underbrace{\mathbf{R}_{\mathbf{Y}} \mathbf{K}_{\mathbf{Y}}^{\text{tr, c}}}_{m_{\mathcal{Y}} \times n_{\text{c}}}. \quad (9)$$

The time complexity of this operation is $\mathcal{O}(n_{\text{te}} m_{\mathcal{Y}} n_{\text{c}})$ if $n_{\text{te}} \leq m_{\mathcal{X}}, m_{\mathcal{Y}} \leq n \leq n_{\text{c}}$, which is a significant complexity reduction (the dependence in $n$ vanishes), governed by the output sketch size $m_{\mathcal{Y}}$, see Appendix I.

7
4 Theoretical Analysis

In this section, we present a statistical analysis of the proposed estimators \( \tilde{h} \) and \( \tilde{f} \). After introducing the assumptions on the learning task, we upper bound the excess-risk of the sketched kernel ridge estimator, highlighting the approximation errors due to sketching. We then provide bounds for these approximation error terms. Finally, we study under which setting the proposed estimators \( \tilde{h} \) and \( \tilde{f} \) obtain substantial computational gains, while still benefiting from a close-to-optimal learning rates. We consider the following set of common assumptions in the kernel literature (Bauer et al., 2007; Steinwart et al., 2009; Rudi et al., 2015; Pillaud-Vivien et al., 2018; Fischer and Steinwart, 2020; Ciliberto et al., 2020; Brogat-Motte et al., 2022).

**Assumption 1** (Attainability). We assume that \( h^* \in \mathcal{H} \), i.e., that there is a linear operator \( H : \mathcal{H}_X \rightarrow \mathcal{H}_Y \), with \( \| H \|_{HS} < +\infty \), s.t. \( h^*(x) = H \psi_X(x), \forall x \in \mathcal{X} \).

This is a standard assumption in the context of least-squares regression (Caponnetto and De Vito, 2007), making the target \( h^* \) belong to the hypothesis space. Note that relaxing this assumption is possible, although it would add a bias term that still requires some knowledge about \( h^* \) to be bounded. For instance, if \( h^* \) is supposed to be square-integrable, one usually chooses a RKHS associated with a universal operator-valued kernel, which is dense in the space of the square-integrable functions (Carmeli et al., 2010, Section 4). We now describe a set of generic assumptions that have to be satisfied by both input and output kernels \( k_X \) and \( k_Y \).

**Assumption 2** (Bounded kernel). There exists \( \kappa_Z > 0 \) such that \( k_Z(z,z) \leq \kappa_Z^2, \forall z \in \mathcal{Z} \). We note \( \kappa_X, \kappa_Y > 0 \) for the input and output kernels \( k_X \) and \( k_Y \) respectively.

**Assumption 3** (Capacity condition). There exists \( \gamma_Z \in [0,1] \) such that \( Q_Z := \text{Tr}(C_Z^{\gamma_Z}) < +\infty \).

Note that Assumption 3 is always verified for \( \gamma_Z = 1 \), as \( \text{Tr}(C_Z) = \mathbb{E}[\| \psi_Z(z) \|^2_{\mathcal{H}_Z}] < +\infty \) from Assumption 2, and that the smaller \( \gamma_Z \) the faster the eigendecay of \( C_Z \), with \( \gamma_Z = 0 \) when \( C_Z \) is of finite rank. More generally, this assumption is for instance verified for a Sobolev kernel and a marginal distribution whose density is upper-bounded (Ciliberto et al., 2020, Assumption 2).

**Assumption 4** (Embedding property). There exist \( b_Z > 0 \) and \( \mu_Z \in [0,1] \) such that \( \psi_Z(z) \otimes \psi_Z(z) \preceq b_Z C_Z^{1-\mu_Z} \) almost surely.

Note that Assumption 4 is always verified for \( \mu_Z = 1 \), as \( \psi_Z(z) \otimes \psi_Z(z) \preceq \kappa_Z^2 I_{\mathcal{H}_Z} \) by Assumption 2, and that the smaller \( \mu_Z \), the stronger the assumption, with \( \mu_Z = 0 \) when \( C_Z \) is of finite. It allows to control the regularity of the functions in \( \mathcal{H}_Z \) with respect to the \( L^\infty \)-norm, as it implies \( \| h \|_{L^\infty} \leq b_Z^{1/2} \| h \|_{\mathcal{H}_Z}^{\mu_Z} \mathbb{E}[h(z)^2]^{(1-\mu_Z)/2} \) (Pillaud-Vivien et al., 2018). For instance, an absolutely continuous distribution whose density is lower-bounded almost everywhere and a Matérn kernel verifies Assumption 4 (Pillaud-Vivien et al., 2018, Example 2).
**SISOKR Excess-Risk.** We can now provide a bound on the excess-risk of SISOKR.

**Theorem 1 (SISOKR excess-risk bound).** Let \( \delta \in (0, 1] \), \( n \in \mathbb{N} \) such that \( \lambda = n^{-1/(1+\gamma_X)} \geq \frac{9\kappa_X^2}{n} \log\left(\frac{2}{\delta}\right) \). Under Assumptions 1 to 4, with probability \( 1 - \delta \) we have

\[
E_x \left[ \left\| \tilde{h}(x) - h^*(x) \right\|_{H_Y}^2 \right]^{1/2} \leq S(n, \delta) + c_2 A_{\rho_X}^{\psi_X}(\tilde{P}_X) + A_{\rho_Y}^{\psi_Y}(\tilde{P}_Y),
\]

where \( S(n, \delta) = c_1 \log(4/\delta) n^{-\frac{1}{2(n+1+\gamma_X)}} \) and

\[
A_{\rho_Z}^{\psi_Z}(\tilde{P}_Z) = E_z \left[ \left\| (\tilde{P}_Z - I_{H_Z}) \psi_Z(z) \right\|_{H_Z}^2 \right]^{1/2},
\]

with \( c_1, c_2 > 0 \) constants independent of \( n \) and \( \delta \).

**Proof sketch.** The proof relies on a decomposition of the operator \( \tilde{H} \) such that \( \tilde{h}(x) = \tilde{H}\psi_X(x) \), see (44). The first term in (10) corresponds to the non-sketched kernel Ridge regression error, and the second term to the input sketching error. The latter extends both the results of Ciliberto et al. (2020) to sketched estimators, and that of Rudi et al. (2015) to the vector vector-valued case. The third term, i.e., the output sketching error is specific to our framework and derives from the expression of \( h^* \) and Jensen’s inequality.

The learning rate of the first term, i.e., the non-sketched kernel Ridge regression error, has been shown to be optimal under our set of assumptions in a minimax sense (Caponnetto and De Vito, 2007). The second and the third terms are approximation errors due to the sketching of the input and the output kernels, respectively. In particular, they write as reconstruction errors (Blanchard et al., 2007) associated to the random projection \( \tilde{P}_X \) and \( \tilde{P}_Y \) of the feature maps \( \psi_X \) and \( \psi_Y \) through the input and output marginal distributions.

**Sketching Reconstruction Error.** In Theorem 2, we give bounds on the sketching reconstruction error for the family of sub-Gaussian sketches, enlarging the scope of sketching distributions whose reconstruction error’s bound is known —it was previously limited to uniform and approximate leverage scores sub-sampling sketches (Rudi et al., 2015). More generally, note that are admissible in our theoretical framework all sketching distributions for which concentration bounds on the induced empirical covariance operators can be derived, since quantity \( A_{\rho_Z}^{\psi_Z}(\tilde{P}_Z) \) is then easily controlled. We now recall the definition of sub-Gaussian sketches, and show how to bound their reconstruction error.

**Definition 1.** A sub-Gaussian sketch \( R_Z \in \mathbb{R}^{m_Z \times n} \) is composed of i.i.d. entries such that \( E \left[ R_{Z_{ij}} \right] = 0, \ E \left[ R_{Z_{ij}}^2 \right] = 1/m \) and \( R_{Z_{ij}} \) is \( \frac{\nu_Z^2}{m_Z} \)-sub-Gaussian, for all \( 1 \leq i \leq m_Z \) and \( 1 \leq j \leq n \), where \( \nu_Z \geq 1 \).

Recall that a standard normal r.v. is 1-sub-Gaussian. Moreover, by Hoeffding’s lemma, any r.v. taking values in a bounded interval \([a, b]\) is \((b - a)^2/4\)-sub-Gaussian. Hence, any sketch matrix composed of i.i.d. Gaussian or bounded r.v. is a sub-Gaussian sketch. Finally, note that \( p \)-sparsified sketches (El Ahmad et al., 2023) are sub-Gaussian with \( \nu_Z^2 = 1/p \), with \( p \in [0, 1] \).
Theorem 2 (sub-Gaussian sketching reconstruction error). For \( \delta \in (0,1/e] \), \( n \in \mathbb{N} \) sufficiently large such that \( \frac{9}{n} \log(n/\delta) \leq n^{-\frac{1}{1+\gamma_2}} \leq \| C_Z \|_{op}/2 \), then if

\[
m_Z \geq c_4 \max \left( \nu_Z^2 n^{-\frac{\gamma_2 + \mu_Z}{1+\gamma_2}}, \nu_Z^3 \log (1/\delta) \right),
\]

with probability \( 1 - \delta \) we have

\[
\mathbb{E}_z \left[ \| (\tilde{P}_Z - I_{H_Z}) \psi_Z(z) \|_{H_Z}^2 \right] \leq c_3 n^{-\frac{1-\gamma_Z}{1+\gamma_Z}},
\]

where \( c_3, c_4 > 0 \) are constants independents of \( n, m_Z, \delta \).

Proof sketch. The proof essentially consists in bounding the difference between the empirical covariance operator and its sketched counterpart in operator norm, see (89). The latter rewrites as a sum of sub-Gaussian random variables in a separable Hilbert space, and we invoke Koltchinskii and Lounici (2017, Theorem 9).

Hence, depending on the regularity of the distribution (defined through our set of assumptions), one can obtain a small reconstruction error even with a small sketching size. For instance, if \( \mu_Z = \gamma_Z = 1/3 \), one obtains a reconstruction error of order \( n^{-1/2} \) by using a sketching size of order \( n^{1/2} \ll n \). As a limiting case, when \( \mu_Z = \gamma_Z = 0 \), one obtains a reconstruction error of order \( n^{-1} \) when using a constant sketching size.

Learning rates for SISOKR with sub-Gaussian sketches. For the sake of presentation, we use \( \lesssim \) to keep only the dependencies in \( n, \delta, \nu, \gamma, \mu \). We note \( a \vee b := \max(a, b) \).

Corollary 1 (SISOKR learning rates). Consider the Assumptions of Theorems 1 and 2, that \( \| \psi_Y(y) \|_{H_Y} = \kappa_Y \) for all \( y \in Y \), and \( n \in \mathbb{N} \) such that \( \frac{9}{n} \log(n/\delta) \leq n^{-\frac{1}{1+\gamma_Z}} \leq \| C_Z \|_{op}/2 \) for \( Z \in \{ X, Y \} \). Set

\[
m_Z \gtrsim \max \left( \nu_Z^2 n^{-\frac{\gamma_Z + \mu_Z}{1+\gamma_Z}}, \nu_Z^3 \log (1/\delta) \right)
\]

for \( Z \in \{ X, Y \} \). Then with probability \( 1 - \delta \)

\[
\mathcal{R}(\tilde{f}) - \mathcal{R}(f^*) \lesssim \log (4/\delta) n^{-\frac{1-\gamma_X \vee \gamma_Y}{2(1+\gamma_X \vee \gamma_Y)}},
\]

Proof. Using Theorems 1 and 2 to bound \( A^\psi_X(P_X) \) and \( A^\psi_Y(P_Y) \) gives that with probability \( 1 - \delta \) it holds \( \mathbb{E}_x \left[ \| \tilde{h}(x) - h^*(x) \|_{H_Y}^2 \right] \lesssim \log (4/\delta) n^{-\frac{1-\gamma_X \vee \gamma_Y}{2(1+\gamma_X \vee \gamma_Y)}} \). We then apply the comparison inequality (Ciliberto et al., 2020) to the loss \( \Delta(y, y') = \| \psi_Y(y) - \psi_Y(y') \|_{H_Y}^2 \).
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