Estimating the transitions of a Markov chain from incompletely observed paths in the presence of predictors
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1 Introduction

In this work, we consider discrete-time Markov chains with finite state space. Such models are commonly found in real-world applications such as statistical mechanics (Seneta, 2016),
finance (Israel et al., 2001), predictive maintenance (Tamaloussi and Bouzaouti, 2020) etc. Their appeal comes from their memory-less property, ease of interpretation, and simple computations. The systems under consideration in this study are homogeneous, irreducible, and aperiodic, but are observed at random times only. The last characteristic has been little studied in theory, although it is commonly encountered in practice.

Observing the state of a Markovian system at every unit of time, as is usually assumed for Markov chains, can be costly or impossible. We therefore take a more pragmatic approach and allow observations to occur at random discrete times. Consequently, some jumps between successive observations may occur and go unobserved. We also assume that the system is influenced by additional external factors (or covariates), gathered in a vector with continuous or discrete components that do not change over time. Conditionally on the value of the covariate vector, the Markov chain is homogeneous. Our objective is thus to estimate the conditional transition matrix from incompletely observed sample paths of a discrete-time Markov chain given the values of the covariate vector. The lengths of the sample paths of the chain are bounded, but for the applications we have in mind, we can consider that a large number of independent sample paths are generated. While this setting looks similar to discrete-time semi-Markov chains, it adds the difficulty of unobserved transitions.

A related problem has been studied by Barsotti et al. (2014). The authors considered a method to build an estimator of the (unconditional) transition matrix under the assumption that it has some zero entries. Here, in the presence of covariates, we propose a kernel smoothing estimator that remains simple and flexible. Our method is constructed at the cost of more restrictive assumptions on the observation mechanism. However, our assumptions appear to be well suited to the study of the banknote circulation. We leverage the homogeneity of our process given the covariate, and consider the \( \ell \)-power of the conditional transition matrix. The elements of this matrix can be simply estimated by smooth empirical probability estimators, yielding a matrix estimate which is a stochastic matrix. Under certain conditions, we can then compute the \( \ell \)-root of the estimated \( \ell \)-power of the conditional transition matrix. The existence and stochasticity of the \( \ell \)-root is a challenging aspect of the proposed approach, which will be pointed out below. It is related to a well-known, and still open problem in probability theory and matrix algebra. Several positive integer values \( \ell \) can be considered, and we propose to aggregate the resulting conditional transition matrix estimators by a weighted average.

Section 2 details the model framework and necessary assumptions, and Section 3 introduces the proposed estimator. Section 4 describes the performance of a finite sample.

## 2 Markov Chains with randomly observed paths

Let \( X = (X_t)_{t \geq 1} \) be a Markov chain with values in the finite set \( S = \{1, 2, \ldots, S\} \). Let \( Z \) be a random vector of covariates (predictors) which for simplicity we suppose independent of the time \( t \).
2.1 The model

The covariate vector can be decomposed into a sub-vector of continuous predictors \( Z^c \in \mathbb{R}^{d_c} \) and a sub-vector of discrete ones \( Z^d \in \mathbb{R}^{d_d} \). In the following, \( z = (z^c, z^d) \in \mathbb{R}^{d_c} \times \mathbb{R}^{d_d} \) is any value in the support of \( Z \). We impose the following assumption on the conditional distribution of \( X \) given the covariate vector value.

(H1) Conditionally given \( Z = z \), the discrete time process \( X \) is a homogeneous, irreducible and aperiodic Markov chain with transition probabilities

\[
p_{ij}(z) = \mathbb{P}(X_{t+1} = j \mid X_t = i, Z = z), \quad i, j \in S.
\]

Let \( P(z) \) be the conditional transition matrix \( X \) given \( Z = z \).

For the applications we have in mind, we observe several independent paths of \( X = (X_t)_{t \geq 1} \), and for each path we also observe a random draw of \( Z \). Unfortunately, the independent paths of \( X \) are incompletely observed. More precisely, instead of being observed at each integer \( t \geq 1 \), a sample paths is observed at the integer random times \( 1 \leq T_0 < T_1 < \ldots < T_k < T_{k+1} < \ldots \leq t_{\text{max}} \). The non-random integer \( t_{\text{max}} \) defines the observation window for the transitions of a sample paths, and this value is given. Let \( \tau_k = T_k - T_{k-1} \) and \( Y_k = X_{T_k}, \quad k \geq 1 \).

The observed sample consists of independent realizations of \( Y = (Y_k, \tau_k, Z)_{k \geq 1} \), observed as long as \( \tau_1 + \cdots + \tau_k \leq t_{\text{max}} \). Therefore, we can impose \( \tau_k \in \{1, 2, \ldots, L\} \) for some integer \( L \geq 1 \). Some additional assumptions on the distribution of \( Y \) are considered.

(H2) For any \( i, j \in S \), and \( \ell, \ell' \in \{1, 2, \ldots, L\} \),

\[
\mathbb{P}(Y_{k+1} = j, \tau_{k+1} = \ell \mid Y_k = i, \tau_k = \ell', Z = z, Y_{k-1}, \tau_{k-1}, \ldots, Y_1, \tau_1, T_0)
\]

\[
= \mathbb{P}(Y_{k+1} = j, \tau_{k+1} = \ell \mid Y_k = i, Z = z), \quad \forall k \geq 1. \tag{1}
\]

(H3) For any \( i, j \in S \) and \( t' > t \geq 1 \),

\[
\mathbb{P}(X_{T_{k+1}} = j \mid X_{T_k} = i, T_{k+1} = t', T_k = t, Z = z) = (P^{t'-t}(z))_{ij}, \quad \forall k \geq 1. \tag{2}
\]

Assumption (1) imposes a lack-of-memory condition for \( (Y_k, \tau_k)_{k \geq 1} \), given \( Z = z \). In particular, it implies that conditionally given \( Z = z \), the process \( (Y_k, \tau_k)_{k \geq 1} \) is a homogeneous Markov chain with a finite state space. Condition (2) can hold true even when the random times \( T_k \) are not independent of \( X \).

Using (1) and (2) with \( \ell = t' - t \), we get,

\[
\mathbb{P}(Y_{k+1} = j \mid Y_k = i, \tau_{k+1} = \ell, Z = z) = \mathbb{P}(Y_{k+1} = j \mid Y_k = i, \tau_{k+1} = \ell, T_k, Z = z)
\]

\[
= \mathbb{P}(X_{T_k+\ell} = j \mid X_{T_k} = i, T_{k+1} = T_k + \ell, T_k, Z = z) = (P^{\ell}(z))_{ij}.
\]
Finally, we obtain
\[ P(Y_{k+1} = j, \tau_{k+1} = \ell \mid Y_k = i, Z = z) = \left( P^\ell(z) \right)_{ij} \frac{P(\tau_{k+1} = \ell \mid Y_k = i, Z = z)}{P(\tau_{k+1} = \ell \mid Y_k = i, Z = z)}. \] (3)

From (3), we rewrite for \( i, j \in S \), \( z = (z_c, z_d) \) and \( 1 \leq \ell \leq L \),
\[ P^\ell(z) = A^\ell(z) \text{ where } (A^\ell(z))_{ij} = \frac{P(Y_{k+1} = j, \tau_{k+1} = \ell \mid Y_k = i, Z = z)}{P(\tau_{k+1} = \ell \mid Y_k = i, Z = z)}. \]

The matrix \( A^\ell(z) \) is thus the \( \ell \)-th power of the conditional transition matrix we want to estimate. It is worth noting that \( A^\ell(z) \) is a stochastic matrix, that is a square matrix with non-negative elements with each row summing to 1. Moreover, only observable variables are used to define the elements of \( A^\ell(z) \). A natural idea is then to estimate \( A^\ell(z) \) and next define an estimator of \( P(z) \) as the \( \ell \)-roots of \( A^\ell(z) \), provided that such matrix root exists and is a stochastic matrix.

2.2 The transition matrix and the \( \ell \)-roots of stochastic matrices

For any squared matrix \( Q \), the series \( \sum_{k=0}^{\infty} Q^k / k! \), converges with respect to any matrix norm. The limit is denoted \( \exp(Q) \) and defines the exponential of \( Q \).

Let \( z \) be fixed. If the matrix \( Q \) is such that \( P(z) = \exp(Q) \), then \( P^\ell(z) = \exp(\ell Q) = A^\ell(z) \), for all \( \ell \geq 1 \). Moreover, by definition \( \ell Q \) is a logarithm of \( A^\ell(z) \), denoted \( \log(A^\ell(z)) \).

Conversely, we can write
\[ P(z) = \exp(\{\ell Q\}/\ell) = \exp(\ell \log(A^\ell(z))/\ell). \] (4)

See, for example, Norris (1998) and Higham (2008) for the formal definitions of the exponential and logarithm of a matrix. The existence of the matrix \( Q \) is a classical but not completely solved problem in matrix algebra and numerical analysis, related to the so-called embedding problem in Markov chains theory. See Kingman (1962).

To discuss the existence of the representation (4) for the conditional transition matrix, we can start by searching conditions under which \( \log(A^\ell(z)) \) is well defined. Let \( A \) be a real matrix. The following properties are stated in (Higham, 2008, Theorem 1.31 and 11.2).

- If \( A \) has no eigenvalues in \((-\infty, 0]\), there exists a unique logarithm of \( A \) which is real. This matrix, say \( X \), is referred to as the principal logarithm of \( A \) and \( \exp(X) = A \).
- If \( A \) has no eigenvalues in \((-\infty, 0]\), then for any \( \alpha \in [-1, 1] \) we have \( \log(A^\alpha) = \alpha \log(A) \).

Since the exponential of a squared matrix always converge, the remaining and most difficult problem is to guarantee that \( \exp(\log(A)/\ell) \) is a stochastic matrix. Several sufficient conditions have been provided, see for example Cuthbert (1972, 1973), Higham and Lin (2011) and the references therein.
In addition to the problem of the validity of the representation (4) for the theoretical matrix \( P(z) \), there is also the question whether \( \exp(\log(A_\ell(z)))/\ell \) remains a stochastic matrix when \( A_\ell(z) \) is replaced by an estimator. Israel et al. (2001) and Bladt and Sørensen (2005) address this aspect and provide some partial answers and remedies.

The problem becomes even more complex in our context in the presence of covariates. For some values \( z \) the matrix \( \exp(\log(A_\ell(z))/\ell) \) may be a stochastic matrix when \( A_\ell(z) \) is replaced by an estimate, but this may not happen for other values \( z \).

3 Estimating the conditional transition matrix

The sample consists of the data points corresponding to \( N \) independent sample paths of \((Y_k, \tau_k)_{k \geq 1}\) and \( N \) independent realizations of the covariate vector \( Z \). More precisely, for each \( 1 \leq m \leq N \), the vectors \((Y_{m,k}, \tau_{m,k}, Z_m)\), \( 1 \leq k \leq M_m \), are observed. The integers \( M_m \) are bounded by \( L \).

Let us fix \( 1 \leq \ell \leq L \). For any \( z = (z^c, z^d) \) in the support of \( Z \), we define the estimator of the element \((i, j)\) of the matrix \( A_\ell(z) \) as

\[
\left( \hat{A}_\ell(z) \right)_{ij} = \frac{\sum_{m=1}^N \sum_{k=1}^{M_m} \mathbf{1} \left\{ Y_{m,k+1} = j, \tau_{m,k+1} = \ell, Y_{m,k} = i, Z_m = z^d \right\} K_h(z_m^c - z^c)}{\sum_{m=1}^N \sum_{k=1}^{M_m} \mathbf{1} \left\{ \tau_{m,k+1} = \ell, Y_{m,k} = i, Z_m = z^d \right\} K_h(z_m^c - z^c)}.
\]

The rule \( 0/0 = 0 \) applies. Here, for any \( u \in \mathbb{R}^{d_c} \) with components \( u^{(1)}, \ldots, u^{(d_c)} \), we define

\[
K_h(u) = \prod_{l=1}^{d_c} K(u^{(l)}/h^{(l)}),
\]

with \( h = (h^{(1)}, \ldots, h^{(d_c)}) \) a vector of bandwidths and \( K(\cdot) \) an univariate kernel, for instance the standard Gaussian density. The components of the bandwidth vector \( h \) are defined as

\[
h^{(l)} = \left\{ M_1 + \cdots + M_N \right\}^{-\alpha} \hat{\sigma}_l, \quad l = 1, \ldots, d_c, \quad \text{with} \quad \alpha = 1/(4 + d_c),
\]

and \( \hat{\sigma}_l \) the empirical standard deviation of the \( l \)-th component of the sub-vector \( Z^c \) gathering the continuous components of the covariate vector.

Assume that \( \hat{A}_\ell(z) \) has no eigenvalues in \((-\infty, 0]\), and there exists a unique logarithm of \( \hat{A}_\ell(z) \) which is a matrix with real elements. Then we can define an estimator of \( \hat{P}(z) \) as the \( \ell \)-root of \( \hat{A}_\ell(z) \) computed as

\[
\hat{P}_\ell(z) = \exp \left\{ \frac{1}{\ell} \log \left( \hat{A}_\ell(z) \right) \right\}.
\]

Whenever this estimator \( \hat{P}(z) \) exists and is a stochastic matrix, we get an estimator of the conditional transition matrix \( P(z) \) given \( Z = z \) based on the transitions observed after \( \ell \) periods of time. In order to better exploit the information carried by the sample, we can
consider several ℓ values, typically those with the largest frequencies. Let \([L, \overline{L}]\) a range of ℓ and let

\[
\hat{P}(z) = \frac{1}{\sum_{\ell=L}^{\overline{L}} \hat{n}_\ell} \sum_{\ell=L}^{\overline{L}} \hat{n}_\ell \hat{P}_\ell(z),
\]

be an aggregated estimator of the conditional transition matrix \(P(z)\) given \(Z = z\). Here, \(\hat{n}_\ell\) is the empirical estimator of the marginal probability \(P(\tau_k = \ell)\).

It is worth noting that our estimation approach allows for very large datasets, in particular for streaming data. More precisely, few more observations can be added on each sample path, and, more important, many other sample paths can be observed. The numerator and the denominator in (5) can be easily updated in such situations, without low memory resources and computational complexity. The bandwidth rule (6) guarantees the necessary gradual decrease with the new observations.

The asymptotic behavior of our estimators \(\hat{P}_\ell(z)\), and the aggregated version \(\hat{P}(z)\) can be derived from the asymptotic behavior of the estimators \(\hat{A}_\ell(z)\). The asymptotic of these latter estimators can be studied by the standard tools used for the kernel regression with discrete responses. Theoretical grounds for the recursive versions of \(\hat{A}_\ell(z)\), which are better suited with streaming data, can be obtained from the existing theoretical results on recursive kernel regression.

4 Empirical evidence

To construct our simulation design, we first consider a pilot stochastic matrix \(B\) for which the \(\ell\)−roots exist and are stochastic. The conditional transition matrix \(P(z)\) given \(Z = z\) is then constructed by perturbing the pilot matrix \(B\), with the perturbation depending on \(z\). The covariate vector \(Z\) has up to three components. The discrete component of \(Z\) is a Bernoulli variable with parameter \(p = 0.7\), while the continuous components are generated using a Beta distribution.

Independently for each \(1 \leq m \leq N\), we draw the initial value \(Y_{m,1}\) from a discrete uniform distribution over \(S\). Next, given \(Y_{m,k}\), the \(\tau_{m,k+1}\) is obtained as a random draw from a Poisson distribution with parameter \(\lambda\) to which we add the value 1. The parameter \(\lambda\) depends on the value : it is equal to 10 if \(Y_{m,k} \in \{1, 2\}\) and equal to 15 if \(Y_{m,k} \in \{3, \cdots, S\}\). Finally, given \(Z^{(m)} = z\), \(\tau_{m,\ell} = \ell\) and \(Y_{m,k} = i\), we draw \(Y_{m,k+1}\) from a multinomial distribution with the vector of parameters equal to the \(i\)−th row of the matrix \(P(\ell, z)\). The procedure is repeated \(M_m\) steps where \(M_m\) is the smallest integer such that \(\sum_{k=1}^{M_m} \tau_{m,k} \geq t_{\text{max}}\). We set \(t_{\text{max}} = 20\) in our experiences. The performance of the estimators of the conditional transition matrices is evaluated with the spectral norm of the error \(\|\hat{P}(z) - P(z)\|_2\) (for any matrix \(U\), the square of the spectral norm is defined by \(\|U\|_2^2 = \lambda_{\text{max}}(U^\top U)\), where for any positive semi-definite matrix \(C\), \(\lambda_{\text{max}}(C)\) is the largest eigenvalue of \(C\)).

Table 1 and Figure 1 illustrate the performance of the estimator over 200 replications of experiments on different sample and state space sizes and different values of the predictor vector. It reveals the convergence of our estimator towards the true transition matrix for
most of the different scenarios tested. In very few cases, for some covariate vector values \( \mathbf{z} \), the consistency does not seem guaranteed, most likely because of the \( \ell \)-roots of the empirical estimates of the matrices \( \hat{\mathbf{A}}_t(\mathbf{z}) \) do not exist. See also the discussion in the section 2.2 above.

For larger state spaces, the number of parameters to be estimated is larger, and hence the performance is poorer. It is worth noting that a better accuracy for the estimators is achieved when the diagonal of the matrix \( \mathbf{P}(\mathbf{z}) \) is to a large extent dominant.

Figure 1: Median of the spectral norm of the errors for the multivariate predictor case, over different sample sizes from \( N = 200 \) to \( N = 32400 \), for a Markov chain with \( S = 3 \) states. The vector \( \mathbf{Z} \) has a binary component \( z_d \) and two continuous components \( z_{c,1} \) and \( z_{c,2} \). The value \( t_{\text{max}} \) is set equal to 20. Results obtained from \( R = 200 \) replications.
Considered. The value $t_{\text{max}}$ is set equal to 20. Results obtained from $R = 200$ replications.

Table 1: Median of the spectral norm of the errors for the multivariate predictor case, over different sample sizes, for a Markov chain with $S \in \{3, 5, 9\}$ states. The cases of no predictor, one predictor, and three predictors (where $Z$ has two continuous components and a binary component $z_d$) are considered. The value $t_{\text{max}}$ is set equal to 20. Results obtained from $R = 200$ replications.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>$S$</th>
<th>$z$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>200</td>
</tr>
<tr>
<td>No predictor</td>
<td>3</td>
<td></td>
<td>0.0675</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td>0.1830</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td></td>
<td>0.4915</td>
</tr>
<tr>
<td>One predictor</td>
<td>3</td>
<td>(1.3)</td>
<td>0.1096</td>
</tr>
<tr>
<td></td>
<td>(1.5)</td>
<td></td>
<td>0.0793</td>
</tr>
<tr>
<td></td>
<td>(1.7)</td>
<td></td>
<td>0.0808</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(1.3)</td>
<td>0.2053</td>
</tr>
<tr>
<td></td>
<td>(1.5)</td>
<td></td>
<td>0.1648</td>
</tr>
<tr>
<td></td>
<td>(1.7)</td>
<td></td>
<td>0.2184</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>(1.3)</td>
<td>0.4493</td>
</tr>
<tr>
<td></td>
<td>(1.5)</td>
<td></td>
<td>0.3971</td>
</tr>
<tr>
<td></td>
<td>(1.7)</td>
<td></td>
<td>0.4785</td>
</tr>
<tr>
<td>Three predictor</td>
<td>3</td>
<td>(1.3, 1.3, 0)</td>
<td>0.1754</td>
</tr>
<tr>
<td></td>
<td>(1.3, 1.3, 1)</td>
<td></td>
<td>0.0205</td>
</tr>
<tr>
<td></td>
<td>(1.3, 2.9, 0)</td>
<td></td>
<td>0.1467</td>
</tr>
<tr>
<td></td>
<td>(1.3, 2.9, 1)</td>
<td></td>
<td>0.0020</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.3, 0)</td>
<td></td>
<td>0.1452</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.3, 1)</td>
<td></td>
<td>0.0083</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.7, 0)</td>
<td></td>
<td>0.1440</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.7, 1)</td>
<td></td>
<td>0.0059</td>
</tr>
<tr>
<td></td>
<td>(1.7, 2.9, 0)</td>
<td></td>
<td>0.1258</td>
</tr>
<tr>
<td></td>
<td>(1.7, 2.9, 1)</td>
<td></td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(1.3, 1.3, 0)</td>
<td>0.3478</td>
</tr>
<tr>
<td></td>
<td>(1.3, 1.3, 1)</td>
<td></td>
<td>0.1128</td>
</tr>
<tr>
<td></td>
<td>(1.3, 1.7, 0)</td>
<td></td>
<td>0.3827</td>
</tr>
<tr>
<td></td>
<td>(1.3, 1.7, 1)</td>
<td></td>
<td>0.1067</td>
</tr>
<tr>
<td></td>
<td>(1.3, 2.9, 0)</td>
<td></td>
<td>0.3526</td>
</tr>
<tr>
<td></td>
<td>(1.3, 2.9, 1)</td>
<td></td>
<td>0.0817</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.3, 0)</td>
<td></td>
<td>0.3412</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.3, 1)</td>
<td></td>
<td>0.0896</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.7, 0)</td>
<td></td>
<td>0.3551</td>
</tr>
<tr>
<td></td>
<td>(1.7, 1.7, 1)</td>
<td></td>
<td>0.0834</td>
</tr>
<tr>
<td></td>
<td>(1.7, 2.9, 0)</td>
<td></td>
<td>0.3265</td>
</tr>
<tr>
<td></td>
<td>(1.7, 2.9, 1)</td>
<td></td>
<td>0.0676</td>
</tr>
</tbody>
</table>
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