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Abstract. The rapid proliferation of data streams, coupled with the escalating complexity of data, has precipitated a shift towards sequential methods capable of processing information in real-time. As a consequence, traditional statistical assumptions like stationarity or independently and identically distributed data are no longer tenable. In this context, designing algorithms that can adapt to evolving data streams with minimal assumptions is imperative.

On the other hand, Boosting, a powerful ensemble learning technique presented in Freund et al. [4], has gained significant traction in offline machine learning settings. However, its adaptation to the sequential learning paradigm presents unique challenges and opportunities. Recent efforts have sought to extend the efficacy of boosting algorithms to online learning paradigms for instance in Beygelzimer et al. [1] or Brukhim and Hazan [2]. By dynamically training and optimizing weak learners (e.g. simple decision trees) based on sequentially collected data, online boosting holds promise for enhancing predictive performance and adaptability to evolving data distributions.
Here, we will consider the framework of sequential non-parametric regression with arbitrary data pairs \((x_t, y_t)\) (as in Rakhlin and Sridharan [7] or Cesa-Bianchi and Lugosi [3]). In particular, we will analyze a Boosting algorithm, discussing its convergence guarantees compared to the optimal rates (minimax) already established, for example, in Rakhlin and Sridharan [7].
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## 1 Online Nonparametric Regression

### 1.1 Setting

Online nonparametric regression refers to a learning framework where a model is trained sequentially on streaming data to predict an output variable without assuming any specific functional form for the underlying relationship between inputs and outputs. Unlike traditional regression methods, which estimate parameters of a predefined model using all available data at once, online nonparametric regression updates the model continuously as new data points arrive. This adaptive learning process allows the model to capture complex and evolving patterns in the data without requiring strong assumptions about its structure. Online nonparametric regression is particularly well-suited for applications where data is generated sequentially or where the underlying relationship between variables may change over time.

We consider that pairs of data \((x_1, y_1), \ldots, (x_t, y_t), \ldots \in \mathcal{X} \times \mathcal{Y}\) arrive in a stream and we are tasked with sequentially predicting each next response \(y_t\) given the current \(x_t\) and the past data \(\{(x_s, y_s)\}_{s=1}^{t-1}\). Let \(\hat{y}_t\) be our prediction and let the quality of this forecast be evaluated via \(\ell_t\) (e.g., the square loss \(\ell_t(\hat{y}_t, y_t) = (\hat{y}_t - y_t)^2\)). More formally, the scenario can be formalized as follows:

<table>
<thead>
<tr>
<th>Learning Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>For each round (t = 1, \ldots, T), the learner or algorithm</td>
</tr>
<tr>
<td>• observes an input (x_t \in \mathcal{X})</td>
</tr>
<tr>
<td>• makes a prediction (\hat{y}_t \in \mathcal{Y})</td>
</tr>
<tr>
<td>• observes the true output (y_t \in \mathcal{Y})</td>
</tr>
<tr>
<td>• measures loss by (\ell_t(\hat{y}_t, y_t))</td>
</tr>
<tr>
<td>• updates his prediction rule</td>
</tr>
</tbody>
</table>
1.2 How to make predictions with weak learners?

For each \( t = 1, \ldots, T \), we build our predictions by combining \( K \geq 1 \) sequential predictors \((f_{k,t})_t, k \in \{1, \ldots, K\}\) from a class of weak learners \( \mathcal{W} = \{x \mapsto f(x; \theta, I) : \theta \text{ parameter of } f \text{ with support } I\} \subset \mathcal{Y}^X \),
e.g. the set of regression trees with (low) depth 1, \( \mathcal{W}_1 = \{f(\cdot; \theta, I) : \theta \in \mathbb{R}^2 \text{ and } I = (I^{(1)}, I^{(2)}), I^{(1)} \sqcup I^{(2)} = X\} \).

Let \( K \geq 1 \) and \((f_1, \ldots, f_K) \in \mathcal{W}^K\). A prediction of order \( K \) (i.e. using \( f_1, \ldots, f_K \)) will be, at any time \( t \geq 1 \),
\[
\hat{y}_t = F_{K,t}(x_t) = \sum_{k=1}^{K} f_{k,t}(x_t),
\]
using the strong estimator \( F_K = \sum_{k=1}^{K} f_k \) belonging to the class
\[
\text{span}_K(\mathcal{W}) := \left\{ F_K = \sum_{k=1}^{K} f_k : f_k \in \mathcal{W} \right\}.
\]

Why several \( f_k \)? What is their goal? A weak learner, as the name suggests, is too weak to make accurate predictions on its own. Therefore, it needs to rely on its peers. Considering a mixture of \( K \) weak learners, each estimator \( f_k \) favors learning from the errors (alias residuals) of \( K - 1 \) others and ensures to correct what it can. The collective learning of these weak learners leads to the formation of a strong learner capable of making high-quality predictions.

Example: Combining \( K \) predictors in \( \mathcal{W}_1 = \{\text{uniform regression trees of depth 1}\} \) which is the set of 2-piecewise constant functions with random cut will lead to a strong predictor in
\[
\text{span}_K(\mathcal{W}) \subset \left\{ F_{K'} : F_{K'}(x) = \sum_{k=1}^{K'} \theta_k 1_{x \in J_k}, \theta_k \in \mathbb{R}, \bigcup_{k=1}^{K'} J_k = X \right\} =: \mathcal{F}_{K'},
\]
where \( \mathcal{F}_{K'} \) is the space of functions that are constant on \( K' = 2K + 1 \) intervals. Here are some illustrations:
1.3 How to measure the performance?

In traditional statistical (and batch) learning theory, the goal is to build a predictor or estimator \( \hat{f}_{1:T} \) using a full batch of \( T \) data and which minimizes the empirical risk

\[
\frac{1}{T} \sum_{t=1}^{T} \ell_t(\hat{f}_{1:T}(x_t), y_t).
\]

First problem is that we do not have access to the whole dataset to build such a \( \hat{f}_{1:T} \). Second, if the environment chooses large losses \( \ell_t \) for all decisions and time \( t \), it is then impossible for the learner to ensure a small cumulative loss. Therefore, one needs a relative criterion: the regret of the learner defined as the difference between the cumulative loss he incurred and that of the best fixed decision in hindsight.

For a given time horizon \( T \geq 1 \), and a sequence of losses \( (\ell_t) \) the problem of regression is then formulated as that of minimizing the regret

\[
\text{Reg}_T(F) := \sum_{t=1}^{T} \ell_t(\hat{y}_t, y_t) - \inf_{f \in F} \sum_{t=1}^{T} \ell_t(f(x_t), y_t)
\]

with respect to some benchmark class of non-parametric functions \( F \subseteq \mathcal{Y}^X \) (e.g. the space of Lipschitz functions).

We assume that the losses \( (\ell_t) \) are differentiable and convex in their first argument (in \( \hat{y}_t \)). The problem is now to optimize in each predictor \( f_k \), so we can rewrite \( \ell_t : \text{span}_K(\mathcal{W}) \times \mathbb{R} \rightarrow \mathbb{R} \) as a function \( \ell_t : \mathcal{W}^K \rightarrow \mathbb{R} \) such that

\[
\ell_t(f_{1:t}, \ldots, f_{K:t}) = \ell_t \left( \sum_{k=1}^{K} f_k(x_t), y_t \right).
\]
2 Analysis of an Online Boosting Algorithm

2.1 Architecture of the Algorithm

Let’s begin by introducing the algorithm designed to address this problem:

\[
\begin{align*}
&f_{1,t} \\
&\vdots \\
&f_{k-1,t} \quad \varepsilon_{k-1,t} \\
&f_k,t \quad \varepsilon_{k,t} \\
&f_{k+1,t} \quad \varepsilon_{k+1,t} \\
&\vdots \\
&f_{K,t}
\end{align*}
\]

\[f_{k,t+1} \]  

Algorithm 1: Online Gradient Boosting

1. for \( t = 1 \) to \( T \) do
2. Receive data \( x_t \);
3. Predict \( \hat{y}_t = \hat{F}_{K,t}(x_t) = \sum_{k=1}^{K} \hat{f}_{k,t}(x_t) \);
4. Reveal residuals \( \varepsilon_{k,t} \), gradients \( g_{k,t} = \nabla f_{k,t} \ell_t(\hat{f}_1,t, \ldots, \hat{f}_K,t) \) for all \( k = 1, \ldots, K \) and incur \( \ell_t(\hat{y}_t, y_t) \);
5. for \( k = 1 \) to \( K \) do
6. \( \hat{f}_{k,t+1} \leftarrow \text{gradient\_step}(\varepsilon_{k,t}, g_{k,t}) \)\quad (2)
7. Return: \( \hat{F}_{K,T} = \sum_{k=1}^{K} \hat{f}_{k,t} \)

\( \varepsilon_{k,t} \) are called the residuals or errors of each weak learner \( f_{k,t} \) at time \( t \). At any time \( t = 1, \ldots, T \), each weak learner \( f_{k,t} \) aims to best correct the residuals \( \varepsilon_{1,t}, \ldots, \varepsilon_{K,t} \) of \{\( f_{1,t}, \ldots, f_{K,t} \} \setminus \{f_{k,t}\} \).

2.2 How to bound the regret (1)?

We can decompose the regret (1) as a sum of the following 2 stage regrets:

\[
R_T^{(1)} = \sum_{t=1}^{T} \ell_t(\hat{f}_1,t, \ldots, \hat{f}_K,t) - \inf_{f_1,\ldots,f_K \in W} \sum_{t=1}^{T} \ell_t(f_1, \ldots, f_K) \quad (3)
\]

\[
R_T^{(2)} = \inf_{f_1,\ldots,f_K \in W} \sum_{t=1}^{T} \ell_t(f_1, \ldots, f_K) - \inf_{f \in F} \sum_{t=1}^{T} \ell_t(f(x_t), y_t) \quad (4)
\]

Assume we consider an online version of gradient descent, online gradient descent (OGD) (introduced in [8], and which can be applied to any convex and differentiable loss function), to perform (2) sequentially for any \( k = 1, \ldots, K \) and any \( t \geq 1 \) as

\[
\hat{f}_{k,t+1} \leftarrow f_{k,t} - \eta_{k,t} g_{k,t} \quad (5)
\]

Algorithm (1) verifies the following result for bounding \( R_T^{(1)} \):
Theorem 2.1. Assume losses $\ell_t : \mathbb{R}^K \to \mathbb{R}$ are differentiable and $\sigma_k$-strongly convex in each coordinate $k = 1, \ldots, K$. Also assume that for any $k = 1, \ldots, K$, $\sup_t |\nabla \hat{\theta}_{k,t} \ell_t| \leq G_k$. Then, Algorithm 1 with (5) and $\eta_{k,t} = \frac{1}{\sigma_k t}$ has the following regret:

$$
\sum_{t=1}^{T} \ell_t(\hat{f}_{1,t}, \ldots, \hat{f}_{K,t}) - \inf_{f_1, \ldots, f_K \in \mathcal{W}} \sum_{t=1}^{T} \ell_t(f_1, \ldots, f_K) \leq \sum_{k=1}^{K} \frac{G_k^2}{2\sigma_k} \ln(T_k + 1) \leq \frac{G^2}{2\sigma} K \ln(T + 1) \quad (6)
$$

with $T_k = |\{t : x_t \in I_k\}|$, $G = \sup_{1 \leq k \leq K} G_k$ and $\sigma = \inf_{1 \leq k \leq K} \sigma_k$.

Additionally, we will explore other minimization procedure step (2) within Algorithm 1.

Remember that our goal is to establish a bound for regret (1), necessitating an analysis of the second regret outlined in (4). Specifically, we introduce a boosting/learning condition for weak learners in $\mathcal{W}$ with respect to an appropriate class of functions $\mathcal{G}$ (e.g. the set of piecewise constant functions for weak learners in $\mathcal{W}_1$).

Assumption 2.1. For any $k \geq 1$, $\exists \rho_k = \rho_k(\mathcal{W}, \mathcal{G}) \in [0, 1]$ such that

$$
\inf_{f_1, \ldots, f_{k+1} \in \mathcal{W}} \sum_{t=1}^{T} \ell_t(f_1, \ldots, f_k, f_{k+1}) - \inf_{g \in \mathcal{G}} \sum_{t=1}^{T} \ell_t(g(x_t), y_t) \\
\leq \rho_k \left( \inf_{f_1, \ldots, f_K \in \mathcal{W}} \sum_{t=1}^{T} \ell_t(f_1, \ldots, f_K) - \inf_{g \in \mathcal{G}} \sum_{t=1}^{T} \ell_t(g(x_t), y_t) \right) \quad (7)
$$

The latter stems from a common assumption prevalent in batch scenarios, notably introduced and scrutinized by Jiang [6] within both regression and classification contexts.

This hypothesis will serve us in managing the second term of regret $R_T^{(2)}$ (4) recursively as we advance through $k$. Following this, it becomes necessary to break down $R_T^{(2)}$ into a regret against a suitable class of functions $\mathcal{G}$ (e.g. $\mathcal{G} = \mathcal{F}_{K'}$), ensuring the existence of a learning coefficient $\rho(\mathcal{W}, \mathcal{G})$.

3 Experiments

Consider the standard regression problem,

$$
\forall 1 \leq t \leq T, \quad y_t = g(x_t) + W_t
$$

where $W_t \sim \mathcal{N}(0, \sigma^2)$, $\sigma > 0$, $g : \mathbb{R} \to \mathbb{R}$ and $X = [0, 1]$.

In experiments below, we aim to reconstruct $g : x \mapsto \cos(3\pi x) - \sin(3x)$ using $K = 10$ weak learners with random supports (of type given in the example) and we define $\ell_t$ as the square loss function.

Recall that $\mathcal{F}_{K'}$ represents the set of functions that remain constant across $K' = 2K + 1$ intervals. Below, we depict the progression of $\text{Reg}_T(\mathcal{F}_{K'})$ over time, indicating the regret of our algorithm employing regression trees compared to the optimal piecewise constant functions of similar order. Additionally, we present in a separate graph the final prediction generated by our algorithm, juxtaposed with that of its competitor.
Figure 1: $\text{Reg}_T(\mathcal{F}_K)/T$ as a function of $T$.

Figure 2: Final prediction
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